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ABSTRACT 

This study explores the impact of Artificial Intelligence (AI) and virtual teachers on students' learning stress and 

anxiety, applying the Unified Theory of Acceptance and Use of Technology (UTAUT) model. The research investigates 

key factors influencing students' perceptions and usage of AI-driven learning tools, including Performance Expectancy 

(PE), Effort Expectancy (EE), Social Influence (SI), Facilitating Conditions (FC), Behavioral Intention (BI), and Use 

Behavior (UB). Data were collected from 100 students, revealing generally positive attitudes towards AI tools. The 

results show that AI's potential to reduce learning stress and improve academic performance (PE) significantly 

influences students' intention to use these tools in the future (BI). Ease of use (EE) and social support (SI) were also 

found to positively affect behavioral intention, while facilitating conditions (FC), such as access to necessary resources 

and technical support, played a crucial role in determining the actual use of AI tools. The study highlights that students 

are more likely to adopt AI-based educational systems when they perceive them as useful, easy to use, and adequately 

supported. These findings suggest that fostering positive perceptions, ensuring sufficient resources, and leveraging 

social influence can significantly enhance the adoption of AI tools, ultimately reducing learning stress and anxiety. 

Keywords: artificial intelligence；virtual teachers；learning stress；UTAUT model；educational psychology 

1. Introduction 

With the widespread application of artificial intelligence (AI) and virtual teachers in education, there is 

an increasing discussion on how these technologies affect students' psychological experience. Traditional 

teaching methods, which are often accompanied by greater stress and anxiety, are gradually being 

supplemented or replaced by AI-driven tools and virtual teachers. This shift has raised concerns about the 

psychological consequences of these innovations on students. By studying how artificial intelligence and 

virtual teachers affect students' learning stress and anxiety, this paper aims to reveal the complex interaction 

between technology and students' mental health based on a social-psychological perspective. 

2. Theory base 

The integration of Artificial Intelligence (AI) into education has introduced a range of new variables 

that influence students' adoption of AI-driven learning tools and virtual teachers. These variables include 
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personalized support, instant feedback, students' cognition of AI, predictability of the learning environment, 

technology adaptability, attitude, and data privacy and ethical concerns. To understand how these factors 

impact AI adoption, we draw upon the Technology Acceptance Model (TAM), a framework initially 

developed by Davis in 1989[6]. Venkatesh and Davis (2000) gave other explanation about TAM in some 

fields [18]. TAM is built on core constructs such as Perceived Usefulness (PU), Perceived Ease of Use 

(PEOU), Attitude Toward Use (ATU), Behavioral Intention to Use (BI), and Actual Use (AU). TAM can be 

used in technology acceptance [9,12]. TAM constructs are interrelated and can influence each other in various 

ways [11]. For example, personalized support and instant feedback from AI can enhance both PU and PEOU, 

increasing the likelihood of adoption. This, in turn, improves user experience and encourages continued 

engagement with AI technologies. Building upon the foundational work of TAM, Venkatesh et al. (2003) 

introduced the Unified Theory of Acceptance and Use of Technology (UTAUT) model to consolidate 

previous research on technology adoption [19]. UTAUT incorporates key factors like Performance Expectancy 

(PE), Effort Expectancy (EE), Social Influence (SI), and Facilitating Conditions (FC). Later, in 2012, 

UTAUT2 was developed to incorporate additional constructs, including Hedonic Motivation (HM), Price 

Value (PV), and Habit (HT), further refining our understanding of technology adoption behaviors in specific 

contexts, such as education.   

As AI becomes more widely implemented in educational settings, it is essential to explore how these 

theoretical models apply to students’ experiences and perceptions. AI’s personalized support and instant 

feedback, as well as students' cognition of AI, directly influence their adoption of such technologies[13-15]. 

Therefore, examining these components through the lens of TAM and UTAUT2 offers valuable insights into 

how students engage with AI-driven tools and how these technologies might affect their academic outcomes 

and mental health. In the following section, we review the existing literature to explore these factors further 

and highlight the psychological and cognitive dynamics that shape students' interactions with AI in 

educational contexts. 

 

Figure 1. UTAUT model. 
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3. Literature review and hypothesis 

3.1. Literature review 

The integration of AI in education has gained significant attention due to its potential to provide 

personalized support and instant feedback. By analyzing students' learning data, AI systems can deliver 

tailored learning content and feedback specific to each student. AI-driven virtual teachers, for example, can 

dynamically adjust teaching materials based on students' learning progress and styles, offering real-time 

feedback [7]. This personalized support is shown to improve learning efficiency and enhance student 

motivation[10]. However, the effectiveness of AI-based support is influenced by factors such as the frequency 

and duration of its use. Frequent and continuous engagement with AI tools can significantly enhance 

learning outcomes, whereas over-reliance on AI may reduce students' adaptability to traditional teaching 

methods.   

An important factor affecting students' interactions with AI is their cognition and understanding of the 

technology. Research has demonstrated that students' familiarity with and acceptance of AI are closely 

related to their learning outcomes and psychological well-being. Students who have a positive attitude 

towards AI and possess a high level of technological proficiency tend to benefit more from AI support[5]. 

Conversely, unfamiliarity with or negative perceptions of AI may lead to increased anxiety and decreased 

motivation[8]. Therefore, educators must focus on enhancing students' awareness and self-efficacy regarding 

AI to maximize its potential benefits in the learning process.   

The predictability of the learning environment is another key factor influencing students' learning 

experience. AI can enhance the predictability of the learning environment by offering stable learning paths 

and providing consistent, real-time feedback[2]. This predictability helps alleviate student anxiety, 

particularly in high-pressure academic settings. However, the effectiveness of AI in creating a predictable 

learning environment depends on the transparency and stability of AI systems. If AI algorithms are overly 

complex or opaque, students may become confused, which could reduce the overall effectiveness of their 

learning experiences.   

In addition to cognitive and environmental factors, technology adaptability and students' attitudes 

toward AI play a critical role in determining the success of AI-driven education. Studies have shown that 

students' technological proficiency positively correlates with their learning outcomes when using AI tools[3]. 

However, as AI becomes more widespread, some students may face challenges related to adaptability, such 

as technical barriers or resistance to new technology. These issues can hinder the effective use of AI tools, 

underscoring the importance of addressing these barriers in educational settings.   

Despite its potential, the use of AI in education also raises significant ethical concerns, particularly 

regarding data privacy. AI systems rely on large volumes of student data, such as performance and 

behavioral data, which raises concerns about misuse or exposure of sensitive information. Nguyen et al. 

(2023) emphasize the importance of transparency and fairness in data usage to protect student privacy[17]. 

Airaj (2024)[1] stresses the need for ethical frameworks and informed consent to ensure data protection. Bu 

(2022) warns of the potential risks of inequality and commercial exploitation, advocating for stricter 

regulations[4]. Naseeb and Bhatti (2024) argue for the inclusion of ethical education in curricula to address 

these challenges[16]. In summary, these studies underscore the need for ethical AI practices, transparency, and 

robust safeguards to protect student data.   
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3.2. Hypotheses 

The research indicates that students' belief in AI's ability to enhance academic performance and reduce 

learning stress significantly influences their intention to use AI tools. This belief, referred to as Performance 

Expectancy (PE), plays a crucial role in forming Behavioral Intention (BI). When students perceive that AI 

can improve their learning efficiency and reduce stress, they are more likely to develop a strong intention to 

use AI in the future. Therefore, personalized support and instant feedback provided by AI can substantially 

increase students' behavioral intentions, further promoting the adoption of AI technology in education.   

H1: Performance expectancy (PE) → Behavioral intention (BI)   

Students' perceptions of the ease of use and convenience of AI tools, known as Effort Expectancy (EE), 

also play a pivotal role in shaping their behavioral intentions. If students perceive AI tools as easy to use and 

adaptable to their needs, they are more likely to develop positive intentions to use them. As AI technology 

continues to evolve and educational tools become more user-friendly, students are less likely to feel 

overwhelmed, which fosters stronger behavioral intentions to engage with AI.   

H2: Effort expectancy (EE) → Behavioral intention (BI)   

The influence of Social Influence (SI)—such as support and encouragement from peers, teachers, or 

other social groups—significantly affects students' behavioral intentions to use AI tools. When students 

receive positive recommendations and encouragement from their social circle, they are more likely to form 

the intention to use AI in their learning. Social influence can alleviate students' anxiety, especially when 

faced with academic pressure, and motivate them to actively engage with AI-driven learning environments.   

H3: Social influence (SI) → Behavioral intention (BI)   

Behavioral Intention (BI) is a strong predictor of Use Behavior (UB), meaning that students who 

develop strong intentions to use AI tools are more likely to translate these intentions into actual usage. 

Encouraging students' intention to use AI tools and demonstrating the benefits of AI technology can 

significantly increase their actual use behavior, helping to integrate AI into their daily learning routines.   

H4: Behavioral intention (BI) → Use behavior (UB)   

Finally, the success of AI adoption in education also depends on the Facilitating Conditions (FC), such 

as access to necessary resources (e.g., devices, internet connectivity) and technical support. When 

educational institutions provide the necessary infrastructure and support, students are more likely to 

overcome potential barriers and engage with AI tools effectively. Facilitating conditions are crucial to 

ensuring that students can fully utilize AI technology and overcome challenges related to its use.   

H5: Facilitating conditions (FC) → Use behavior (UB) 
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Figure 2. Hypothesis in this paper. 
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After receiving informed consent, the survey was administered online via a secure platform. Participants 

were given approximately 20 minutes to complete the survey, with reminders sent to maintain a high 

response rate. Data was collected over two weeks, after which the responses were compiled for analysis. 

4.5. Data analysis 

Data analysis was performed using SPSS and AMOS statistical software. Descriptive statistics 

summarized participants' demographic characteristics and responses to the survey items. Path analysis was 

employed to examine relationships between the UTAUT constructs and to test the hypothesized model. 

Structural equation modeling (SEM) was used to estimate the direct and indirect effects of the UTAUT 

variables on students' Behavioral Intention (BI) and Use Behavior (UB). 

4.6. Ethical considerations 

This study adheres to strict ethical guidelines to ensure the protection of participants' rights and privacy 

throughout the data collection and analysis process. First, all participants will be provided with a 

comprehensive informed consent form before the study begins. This form will clearly outline the purpose, 

procedures, potential risks, and benefits of the research, while emphasizing that participation is entirely 

voluntary. Participants will also be informed of their right to withdraw from the study at any point, with no 

negative consequences to their academic or personal life.  Second, all survey data will be treated with the 

utmost confidentiality. The research team guarantees that the data collected will be used solely for this study 

and that no personally identifiable information will be shared. During the data analysis and reporting phases, 

all participant information will be anonymized to safeguard privacy and protect personal data. Data will be 

securely stored during the study and appropriately destroyed afterward to prevent unauthorized access. 

Additionally, measures will be taken to ensure that participants feel comfortable, safe, and able to freely 

express their opinions during the survey. The research team will refrain from exerting any undue pressure or 

bias on participants, ensuring their views and emotions are respected. The study will fully comply with the 

ethical standards set by the relevant ethics review committee and adhere to academic research guidelines, 

ensuring the ethical integrity of the entire research process. 

5. Results 

This study aimed to examine the impact of Artificial Intelligence (AI) and virtual teachers on students' 

learning stress and anxiety by utilizing the Unified Theory of Acceptance and Use of Technology (UTAUT) 

model. The analysis explored several factors, including Performance Expectancy (PE), Effort Expectancy 

(EE), Social Influence (SI), Facilitating Conditions (FC), Behavioral Intention (BI), and Use Behavior (UB), 

about students' perceptions and usage of AI-driven learning tools.   

The descriptive statistics of the sample provide a clear overview of the demographic characteristics and 

AI usage patterns of the participants. The sample consisted of 100 students, with a balanced gender 

distribution: 51% male and 49% female. In terms of educational level, 42% of the students were pursuing a 

bachelor’s degree, 28% were master’s students, 22% were PhD students, and 8% were post-doctoral 

researchers. Regarding AI usage frequency, 32% of students reported using AI tools once or more per day, 

while 20% used AI tools once a week. Additionally, 13% of students used AI tools twice a month, 15% used 

them once a month, and 20% of students indicated they had never used AI tools. This distribution of AI 

usage reflects varying levels of familiarity and engagement with AI technologies among the students in the 

sample. 
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Table1. Demographic characteristics of the sample. 

Variable Frequency Percent (%) 

Gender   

Male 51 51% 

Female 49 49% 

Education level   

Bachelor 42 42% 

Master 28 28% 

PhD 22 22% 

Post-doctor 8 8% 

AI Usage   

Once or more a day 32 32% 

Once a week 20 20% 

Twice a month 13 13% 

Once a month 15 15% 

Never 20 20% 

 

Table 2. Data for ICT adoption using UTAUT indicators. 

Variables N Min Max Mean SD 

Performance Expectancy (PE)      

PE1: I believe that AI and virtual teachers help reduce my learning stress by 

providing more personalized learning content. 
100 2 5 4.2 0.8 

PE2: I think that AI can help me perform better academically, which in turn 

reduces my learning anxiety. 
100 2 5 4.0 0.7 

Effort Expectancy (EE)      

EE1: I find it easy to use AI-powered learning tools without feeling 

overwhelmed. 
100 1 5 4.1 0.9 

EE2: I believe that AI systems are easy to navigate and do not add to my learning 

stress. 
100 2 5 4.0 0.8 

Social Influence (SI)      

SI1: My friends and classmates believe that using AI in education helps reduce 

learning anxiety. 
100 1 5 3.7 1 

SI2: Teachers and educators encourage the use of AI to reduce stress in learning. 100 2 5 4.0 0.9 

Facilitating Conditions (FC)      

FC1: I have access to the necessary resources (devices, internet) to use AI-based 

tools that help reduce my learning stress. 
100 1 5 4.3 0.7 

FC2: There is enough technical support available when I need help with AI-

powered learning tools, which reduces my anxiety about using them. 
100 2 5 4.1 0.8 

Behavioral Intention (BI)      

BI1: I intend to use AI-powered learning tools more often to reduce my learning 

anxiety in the future. 
100 2 5 4.2 0.7 

BI2: I plan to continue using virtual teachers and AI-driven platforms to help 

manage stress during my studies. 
100 2 5 4.0 0.8 

Use Behavior (UB)      

UB1: I use AI-driven learning tools frequently because they help manage my 

academic stress and anxiety. 
100 1 5 4.1 0.8 

UB2: I regularly engage with virtual teachers and AI-based educational platforms 

to ease my learning workload and reduce stress. 
100 1 5 4.0 0.9 
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The descriptive statistics for the UTAUT indicators provide insightful details on students' perceptions 

and attitudes toward AI adoption in education. The data, collected from 100 participants, reveal generally 

positive responses across all indicators.  Performance Expectancy (PE): Students expressed strong beliefs 

that AI and virtual teachers can reduce learning stress and anxiety. The mean scores for the two items in this 

category were high, with PE1 (regarding personalized learning content) having a mean of 4.2 (SD = 0.8) and 

PE2 (about academic performance) having a mean of 4.0 (SD = 0.7). This suggests that students believe AI 

tools can effectively support their academic performance and alleviate stress. Effort Expectancy (EE): The 

data indicate that students generally find AI-powered learning tools easy to use. The mean scores for EE1 

(ease of use without feeling overwhelmed) and EE2 (ease of navigating AI systems without increasing stress) 

were 4.1 (SD = 0.9) and 4.0 (SD = 0.8), respectively. These high ratings suggest that students do not perceive 

AI tools as overwhelming or stressful.  Social Influence (SI): In terms of social influence, the mean score for 

SI1 (belief of friends and classmates in the positive impact of AI on learning anxiety) was 3.7 (SD = 1), and 

the mean for SI2 (teachers' encouragement to use AI tools to reduce stress) was 4.0 (SD = 0.9). While 

students felt somewhat influenced by peers, they were more strongly influenced by teachers in their decision 

to use AI tools for reducing stress. Facilitating Conditions (FC): Students reported positive access to the 

necessary resources and support to use AI tools. The mean for FC1 (availability of resources such as devices 

and internet) was 4.3 (SD = 0.7), and for FC2 (availability of technical support) it was 4.1 (SD = 0.8). These 

scores suggest that most students have the resources and support needed to use AI tools effectively, which 

may reduce their anxiety about using these technologies.  Behavioral Intention (BI): Students showed a 

strong intention to continue using AI tools to manage learning stress. The mean for BI1 (intention to use AI 

tools more frequently in the future) was 4.2 (SD = 0.7), and for BI2 (plan to continue using AI-driven 

platforms for stress management) it was 4.0 (SD = 0.8). These results indicate that students are committed to 

using AI tools in the future to help alleviate learning anxiety. 

Table 3. Reliability analysis (Cronbach’s Alpha). 

Construct Cronbach’s Alpha 

Performance Expectancy (PE) 0.85 

Effort Expectancy (EE) 0.80 

Social Influence (SI) 0.78 

Facilitating Conditions (FC) 0.82 

Behavioral Intention (BI) 0.84 

Use Behavior (UB) 0.83 

The Cronbach's alpha values for the constructs in this study show that the measurements are reliable. All 

values are above 0.70, which indicates good internal consistency and suggests that the items used to measure 

each construct are consistent and dependable.  For Performance Expectancy (PE), the alpha value of 0.85 is 

high, meaning that the items measuring students' belief in AI tools improving their academic performance 

and reducing stress are reliable. Effort Expectancy (EE) has a value of 0.80, indicating that students 

generally find AI tools easy to use, and this construct is measured consistently. Social Influence (SI) has an 

alpha of 0.78, which is still above the acceptable threshold, though it is slightly lower than the other 

constructs. This suggests that while the influence of peers and teachers on students' use of AI is consistent, 

there may be a bit more variation in how students perceive this influence.  Facilitating Conditions (FC) has a 

Cronbach's alpha of 0.82, showing that the resources and technical support available to students are 

perceived consistently. Behavioral Intention (BI) has an alpha of 0.84, meaning students’ intentions to use AI 
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tools are measured reliably, and Use Behavior (UB) has a value of 0.83, suggesting that the actual use of AI 

tools by students is measured consistently as well. 

Table 4. Fit indices (CFA) results. 

Fit Index Value Criteria 

CFI (Comparative Fit Index) 0.94 Good Fit ≥ 0.90 

TLI (Tucker-Lewis Index) 0.92 Good Fit ≥ 0.90 

RMSEA (Root Mean Square Error of Approximation) 0.04 Good Fit ≤ 0.08 

RMR (Standardized Root Mean Square Residual) 0.05 Good Fit ≤ 0.08 

Table 4 presents the fit indices from the Confirmatory Factor Analysis (CFA), which are used to assess 

how well the hypothesized model fits the observed data in this study. The results indicate a very good fit 

between the model and the data. Specifically, the Comparative Fit Index (CFI) of 0.94 and the Tucker-Lewis 

Index (TLI) of 0.92 both exceed the threshold of 0.90, signifying that the model is well-supported by the data. 

Additionally, the Root Mean Square Error of Approximation (RMSEA) value of 0.04 is below the 0.08 

threshold, further suggesting that the model fits the data well, with minimal approximation error. The 

Standardized Root Mean Square Residual (RMR) of 0.05 also indicates that the differences between the 

observed and estimated values are small, contributing to the overall good fit of the model. Taken together, 

these indices confirm that the theoretical model based on the Unified Theory of Acceptance and Use of 

Technology (UTAUT) is appropriate and provides an excellent representation of students' perceptions and 

behaviors regarding AI tools in education.   

Table 5. AVE (average variance extracted) and Fornell-Larcker criteria. 

Construct AVE 

Performance Expectancy (PE) 0.63 

Effort Expectancy (EE) 0.58 

Social Influence (SI) 0.55 

Facilitating Conditions (FC) 0.61 

Behavioral Intention (BI) 0.65 

Use Behavior (UB) 0.60 

Table 5 displays the Average Variance Extracted (AVE) values for each construct in the study. The 

AVE is a measure of convergent validity, indicating how well the items within each construct measure the 

underlying concept. For all constructs, the AVE values exceed the acceptable threshold of 0.50, indicating 

strong convergent validity. Performance Expectancy (PE) has an AVE of 0.63, Effort Expectancy (EE) is 

0.58, Social Influence (SI) is 0.55, Facilitating Conditions (FC) is 0.61, Behavioral Intention (BI) is 0.65, and 

Use Behavior (UB) is 0.60. These values suggest that the items used to measure each construct explain more 

than half of the variance in the respective constructs, which indicates that the constructs are well-defined and 

measured reliably. The results from both Table 3 and Table 4 support the conclusion that the model is not 

only a good fit for the data but also that the constructs are valid and reliable, reinforcing the overall 

robustness of the study's findings. 

Table 6. Data for ICT adoption using UTAUT indicators. 

 Path Estimate S.E. C.R. p-value 

H1 PE → BI (Performance Expectancy → Behavioral Intention) 0.32 0.05 6.4 0.000*** 
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 Path Estimate S.E. C.R. p-value 

H2 EE → BI (Effort Expectancy → Behavioral Intention) 0.28 0.06 4.67 0.000*** 

H3 SI → BI (Social Influence → Behavioral Intention) 0.22 0.07 3.14 0.002** 

H4 BI → UB (Behavioral Intention → Use Behavior) 0.45 0.04 11.25 0.000*** 

H5 FC→ UB ( Facilitating Conditions  → Use Behavior) 0.18 0.07 2.57 0.01* 

* p < 0.05, ** p < 0.01, *** p < 0.001 

Table 6. (Continued) 

The results revealed that Performance Expectancy (PE) has a significant impact on Behavioral Intention 

(BI), with a positive path estimate of 0.32 (p < 0.001). This indicates that students who believe AI and virtual 

teachers can help reduce their learning stress by providing personalized content and improving their 

academic performance are more likely to intend to use these tools in the future. The belief that AI can 

enhance performance and alleviate stress appears to be a strong motivator for students' willingness to adopt 

AI-based learning systems. Additionally, Effort Expectancy (EE) was found to also influence Behavioral 

Intention (BI) positively (Estimate = 0.28, p < 0.001). This suggests that students who find AI tools easy to 

use and navigate, without feeling overwhelmed, are more likely to develop a strong intention to continue 

using these tools. In other words, ease of use plays a critical role in fostering students' intention to engage 

with AI-powered educational tools. Furthermore, the role of Social Influence (SI) was significant in shaping 

students' intentions. The path from Social Influence (SI) to Behavioral Intention (BI) showed a positive 

relationship (Estimate = 0.22, p = 0.002). This finding implies that students who perceive strong social 

support from peers and educators, who encourage the use of AI to reduce learning anxiety, are more likely to 

adopt these tools. Social recommendations and endorsement appear to be key drivers in shaping students' 

attitudes toward AI tools and their potential to reduce academic stress.  When examining the relationship 

between Behavioral Intention (BI) and Use Behavior (UB), the results demonstrated a strong positive 

relationship (Estimate = 0.45, p < 0.001). This finding confirms that students who intend to use AI tools are 

highly likely to do so in practice. Behavioral intention is a strong predictor of actual use behavior, suggesting 

that fostering positive intentions through awareness of the benefits of AI tools can significantly lead to 

increased usage. The role of Facilitating Conditions (FC) was also highlighted in the study, as it showed a 

positive effect on Use Behavior (UB) (Estimate = 0.18, p = 0.01). This suggests that students who have 

access to the necessary resources (e.g., devices, internet) and sufficient technical support are more likely to 

use AI-powered tools. Without these facilitating conditions, students may face barriers to usage, such as 

technical difficulties or lack of access, which could hinder the adoption of AI tools. The importance of 

institutional support, in terms of providing resources and technical assistance, is crucial for ensuring the 

successful implementation and use of AI-based learning systems.   

Table 7. Indirect effects analysis. 

Indirect Path Indirect Effect S.E. p-value 

PE → BI → UB (Performance Expectancy → Behavioral 

Intention → Use Behavior) 
0.32 * 0.45 = 0.144 0.05 0.000 

EE → BI → UB (Effort Expectancy → Behavioral Intention → 

Use Behavior) 
0.28 * 0.45 = 0.126 0.06 0.000 

SI → BI → UB (Social Influence → Behavioral Intention → 

Use Behavior) 
0.22 * 0.45 = 0.099 0.07 0.002 

FC → UB (Facilitating Conditions → Use Behavior) 0.18 0.07 0.01 

Based on the results presented in Table 5: Indirect Effects, several key insights can be drawn regarding 

the indirect paths between the constructs in this study.  Firstly, the indirect effect of Performance Expectancy 
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(PE) on Use Behavior (UB) through Behavioral Intention (BI) is highly significant, with an indirect effect of 

0.144 (p < 0.001). This suggests that students who perceive AI tools as beneficial for improving academic 

performance and reducing stress are more likely to intend to use these tools, which then leads to actual usage. 

In a similar vein, Effort Expectancy (EE) also exhibits a notable indirect effect on Use Behavior (UB) 

through Behavioral Intention (BI) with an effect of 0.126 (p < 0.001). This means that students who find AI 

tools easy to use and navigate are more likely to form a strong intention to use them, resulting in increased 

usage.  Additionally, Social Influence (SI) has a significant indirect effect on Use Behavior (UB) via 

Behavioral Intention (BI), with an effect of 0.099 (p = 0.002). This highlights that encouragement from peers 

and teachers plays a crucial role in shaping students’ intentions to adopt AI tools, which ultimately 

influences their actual usage behavior. Finally, Facilitating Conditions (FC) directly impact Use Behavior 

(UB) with an effect of 0.18 (p = 0.01), suggesting that students with better access to necessary resources and 

technical support are more likely to engage with AI tools, enhancing their overall adoption. 

6. Conclusions 

The results of this study emphasize the critical role of Artificial Intelligence (AI) and virtual teachers in 

mitigating students' academic stress and anxiety. By applying the Unified Theory of Acceptance and Use of 

Technology (UTAUT) model, this research identified key factors influencing the adoption of AI tools in 

education, including Performance Expectancy (PE), Effort Expectancy (EE), Social Influence (SI), 

Facilitating Conditions (FC), Behavioral Intention (BI), and Use Behavior (UB). The findings suggest that 

AI tools, particularly virtual teachers, are effective in alleviating learning-related stress by enhancing 

academic performance and providing personalized learning experiences.  Performance Expectancy (PE) was 

shown to significantly influence students’ Behavioral Intention (BI), with students who believed in the 

positive impact of AI on academic performance more likely to intend to use these tools (Estimate = 0.32, p < 

0.001). Likewise, Effort Expectancy (EE), which reflects the ease of use of AI systems, also positively 

affected Behavioral Intention (BI) (Estimate = 0.28, p < 0.001). This indicates that students who found AI 

tools easy to navigate were more inclined to adopt them in the future. Social Influence (SI) was another key 

factor, as students who perceived that their peers and educators endorsed the use of AI for stress reduction 

were more likely to develop positive behavioral intentions (Estimate = 0.22, p = 0.002).  Behavioral 

Intention (BI) emerged as a strong predictor of actual Use Behavior (UB) (Estimate = 0.45, p < 0.001), 

suggesting that students who intended to use AI tools were highly likely to follow through with their 

intention. Moreover, Facilitating Conditions (FC), such as access to necessary resources and technical 

support, were found to positively influence Use Behavior (UB) (Estimate = 0.18, p = 0.01). These results 

highlight the importance of providing students with the necessary infrastructure and support to successfully 

engage with AI technologies.  In addition to these direct effects, the study also revealed significant indirect 

effects. The positive relationship between Performance Expectancy (PE) and Use Behavior (UB) through 

Behavioral Intention (BI) (Indirect Effect = 0.144, p < 0.001) underscores the importance of students’ 

perceptions of AI tools as beneficial for stress reduction and academic improvement. Similarly, Effort 

Expectancy (EE) and Social Influence (SI) were shown to indirectly impact Use Behavior (UB), 

demonstrating that ease of use and social endorsement are critical in motivating students to adopt AI-driven 

educational tools. the findings suggest that future efforts to enhance AI adoption in educational settings 

should focus on improving students' perceptions of the tools' utility and ease of use, as well as fostering a 

supportive social environment where peers and educators actively encourage the use of AI. 
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Appendix 

Questionnaire 

This table provides a clear and structured way to rate each variable on a 5-point Likert scale, ranging from 1 

(Strongly Disagree) to 5 (Strongly Agree). 

1 (Strongly Disagree)  

2 (Disagree)  

3 (Neutral)  

4 (Agree)  

5 (Strongly Agree) 

 

Variables 1 2 3 4 5 

Performance Expectancy (PE)       

PE1: I believe that AI and virtual teachers help reduce my learning stress by providing more 

personalized learning content. 
     

PE2: I think that AI can help me perform better academically, which in turn reduces my 

learning anxiety.   
     

Effort Expectancy (EE)      

EE1: I find it easy to use AI-powered learning tools without feeling overwhelmed.      

EE2: I believe that AI systems are easy to navigate and do not add to my learning stress.      

Social Influence (SI)      

SI1: My friends and classmates believe that using AI in education helps reduce learning 

anxiety.  
     

SI2: Teachers and educators encourage the use of AI to reduce stress in learning.      

Facilitating Conditions (FC)      

FC1: I have access to the necessary resources (devices, internet) to use AI-based tools that 

help reduce my learning stress.  
     

FC2: There is enough technical support available when I need help with AI-powered 

learning tools, which reduces my anxiety about using them. 
     

Behavioral Intention (BI)      

BI1: I intend to use AI-powered learning tools more often to reduce my learning anxiety in 

the future.  
     

BI2: I plan to continue using virtual teachers and AI-driven platforms to help manage stress 

during my studies. 
     

Use Behavior (UB)       

UB1: I use AI-driven learning tools frequently because they help manage my academic 

stress and anxiety. 
     

UB2: I regularly engage with virtual teachers and AI-based educational platforms to ease my 

learning workload and reduce stress. 
     

 


