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ABSTRACT 

The prevalence of artificial intelligence (AI) technology in modern society has profoundly changed traditional 

communication and learning methods. As the application of AI technology in e-learning systems becomes increasingly 

pervasive, there is an urgent need for research on issues related to the behavioral intention of AI-powered e-learning 

systems. This study employs an integrated framework combining Innovation Diffusion Theory (IDT), the Technology 

Acceptance Model (TAM), and self-efficacy theory to analyze factors that empirically examine factors influencing 

college students' behavioral intentions in e-learning. It identifies the mediating mechanism underlying the relationship 

between adoption intentions and its antecedents and examines the moderating effect of self-efficacy. A purposive 

questionnaire was distributed online among college students. A total of 298 responses were drawn. A quantitative 

survey methodology included Chi-square analysis, Confirmatory Factor Analysis, and Structural Equation Modeling. 

The results show that college students' adoption intention determinants are AI-powered e-learning system traits (relative 

advantage, complexity, observability) and satisfaction. Furthermore, the impacts of AI-powered e-learning system traits 

on adoption intention are mediated by satisfaction. Self-efficacy positively moderates the impact of innovation traits on 

adoption intention. The discussion and implications present theoretical advancements in elucidating the mechanism of 

adoption intention and putting forward instructive recommendations for improving the adoption intention of 

technology-driven innovations in the digitalized education era. 
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1. Introduction 

The emergence and prevalence of artificial intelligence (AI) technologies have profoundly changed 

industries in different fields, such as the finance [1–3], the healthcare industry [4], government management [5], 

and manufacturing industry [6], and there is no exception in the higher education domain. Internet-powered 

learning and teaching tools, such as Massive Open Online Courses and distance learning platforms (e.g., 

Blackboard, Moodle, Coursera, and edX), have revolutionized education and teaching methodologies and 

also obtained global success, mainly due to global events that need remote education solutions [7,8]. Various 

mobile learning terminals with massive digital learning resources have brought a new experience to learners, 

especially college [9,10]. Artificial intelligence has recently emerged as a booster in education, changing 
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traditional paradigms. As information technology advances quickly [11]. AI-powered educational solutions 

enhance access for students worldwide, customized support, and perfect learning experiences. Improvements 

in generative AI tools, such as ChatGPT for interactive content creation, emphasize tailoring educational 

experiences to meet each student’s personalized needs and abilities [12]. Similarly, in two workshops, Cloud-

based Smart Technologies for Open Education Workshop (CSTOE 2022) and Workshop on Computer 

Simulation in Education (CoSinE 2022), Papadakis et al. [13] illustrated that computer simulations and cloud-

based technologies advance STEM (Science, Technology, Engineering, and Mathematics) education and 

personalized learning. Furthermore, AI-powered e-learning systems can encourage flexibility in learning 

paths [14], allowing students to progress at their own pace and engage with material that resonates with their 

learning styles. These improvements drive e-learning into a new era of hyper-personalization, real-time 

feedback, and high efficiency [15]. 

1.1. Research gap  

Existing studies on AI-powered e-learning adoption often focus on isolated theoretical constructs [16,17], 

neglecting the interaction between innovation attributes, affective evaluations, and individual differences. 

For instance, while IDT emphasizes the role of relative advantage, complexity, and observability [18,19], 

limited research explores how these factors affect satisfaction, which is also a critical affective mediator, or 

how self-efficacy moderates user responses to technical innovations. This fragmentation limits our 

understanding of the holistic mechanisms driving AI technology acceptance, particularly among university 

students who represent a key demographic in digital [20,21]. Moreover, existing studies have examined the 

adoption mechanism of innovation technology in classic theories or models. However, higher education 

institutions face increased demands, which play an important role in reducing poverty and ensuring equitable 

education, as projected by Sustainable Development Goal 4 (SDG4) for Quality Education [22]. Higher 

education institutions should constantly update their understanding of how students consider and respond and 

finally benefit from this fast-changing and digitalized environment. The necessity of an updated evaluation 

of how cognitive, affective, and contextual factors collectively shape adoption behaviors in AI-

powered learning contexts cannot be overstated. 

1.2. Objectives  

This research aims to develop AI-powered adoption intention models to enhance personalized learning, 

strengthen student engagement through adaptive content delivery, and optimize student performance 

prediction. Firstly, this study addresses these gaps by proposing an integrated theoretical framework 

synthesizing IDT, TAM, and self-efficacy theory in the thriving AI-powered education industry [23,24]. 

Secondly, it seeks to comprehensively assess the relationships and predictive associations 

between innovation attributes (relative advantage, complexity, observability) and adoption intention 

influence mechanism and multiple indices of different pathways in Chinese college students [25]. Moreover, it 

aims to validate the buffering effect, the mediation effect of satisfaction between AI-powered e-learning 

system innovation traits, and the outcome variable adoption intention. Lastly, it also explores the moderating 

role of one psychological, perceptual factor, the students’ self-efficacy, in shaping the relationship between 

AI-powered e-learning system traits and satisfaction. Thus, it can identify the relative importance of AI-

driven factors compared to traditional e-learning adoption drivers. 

1.3. Contribution  

This study contributes to the literature on innovation technology adoption in the following ways. It 

introduces a novel framework that combines Innovation Diffusion Theory (IDT) [26], the Technology 

Acceptance Model (TAM) [27], and self-efficacy theory [28], to address academic gaps in understanding AI-
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powered e-learning system adoption intention. Theoretically, it adds observability to include transparency in 

AI-driven analytics and complexity to represent skill-dependent interactions, thereby contextualizing 

classical constructs inside AI-specific difficulties. Unlike earlier research, it especially puts self-efficacy as a 

moderator of the direct pathway between AI-powered e-learning system traits (independent variables) and 

adoption intention (dependent variables), independent of mediation paths, indicating its function in buffering 

the immediate impact of technical barriers. Methodologically, the framework creates and proves 

relationships among innovation traits (relative advantage, complexity, observability), affective mediators 

(satisfaction), and behavioral intention consequences, bridging disparate ideas. Practically, the results 

provide actionable strategies, such as simplifying interfaces for low self-efficacy users and improving 

observability through real-time feedback to support fair AI adoption. This work promotes theory and practice 

in sustainable artificial intelligence integration for world education by aggregating technological, cognitive, 

and affective aspects. 

1.4. Research flow 

The rest of this study is structured as follows. First, the literature review focuses on fundamental 

theories and models. Next, the model is presented with five hypotheses and an explanation of the instrument 

design, sampling process, and the demographic information analysis. The following sections focus on the 

data quality, reliability, and validity of the model, the goodness-of-fit indices of measurement and structural 

models, and highlight the results of hypotheses testing. The following section illustrates the mediating effect 

of satisfaction and the moderating effect of self-efficacy. The last four sections discuss the results and 

present this study’s theoretical and practical contributions, conclusion, limitations, and recommendations. 

2. Literature review  

2.1. Innovation Diffusion Theory (IDT)  

Rogers [29] introduced the diffusion of innovations theory, which explains that innovation diffusion is 

influenced by five characteristics: relative advantage, compatibility, complexity, trialability, and 

observability. After that, scholars conducted further research based on this foundation. For example, Moore 

and Benbasat [26] further redefined the dimension of observability into “visibility” and “result 

demonstrability”.  Al-Rahmi et al. [30] investigated factors affecting students’ intentions to use a massive 

open online course system. However, among all constructs, their utilization frequency varies. Scholars 

prioritize relative advantage and complexity as the most empirically and widely applied dimensions in 

related research [31-33]. Additionally, although the impact of observability has received less empirical attention 

than the previous two constructs, existing literature has theoretically justified its high potential relevance [29, 

34, 35]. Therefore, this study empirically investigates this factor to enrich the extant literature through 

validation.  

2.2. TAM  

The Technology Acceptance Model (TAM) proposed by Davis [36] was based on the Theory of 

Reasoned Action [37]. Researchers have focused on TAM to explore mechanisms toward new technology 

usage or intention to use at individual levels [2,38,39]. TAM considered perceived usefulness and ease of use as 

two major decisive factors affecting users’ attitudes and behaviors [27]. Moreover, users’ attitudes and 

behavioral intentions are two constructs that are influenced by antecedent variables and mediate these 

predictors’ effects on subsequent behavioral outcomes, such as actual system usage.  

Satisfaction, as a measurement of positive affection [40], serves as the operational manifestation of the 

original attitudinal construct in TAM, thereby equating it with the notion of attitude in the context of 
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technology adoption. Satisfaction is widely considered an essential variable in imposing high effects on users’ 

future attitudes and behaviors around specific services, products, or experiences [41]. Raneem Rashad Saqr et 

al. [7], investigated an extended TAM for AI-driven e-learning platforms. They found that learner satisfaction 

is a key factor in system success, as satisfied learners are likelier to use the system. 

Adoption intention or behavioral intention in the initial TAM refers to a user’s willingness or likelihood 

to adopt and use a particular technology, which serves as a key predictor of actual system usage [42]. It 

represents the strength of an individual’s intention to act on a specific behavior (in this case, adopt an AI-

powered e-learning system), which is expected to improve their learning performance. As many previous 

studies have proven, adoption intention is a key factor that can measure or determine the likelihood of 

success of a system [38,43,44]. For instance, in their study on the adoption of intelligence applications for 

academic purposes, Konstantinos Lavidas et al. [45] defined behavioral intention as the degree of tendency to 

use AI applications in the European Union context.   

2.3. Self-efficacy 

Self-efficacy refers to as an individual’s belief in their capacity to carry out specific behaviors to 

achieve desired learning outcomes [29]. In this context, self-efficacy can be interpreted as the students’ 

judgment of their capability to use AI tools, such as large language models and AIGC tools, to achieve 

defined learning goals, confidence they have in technical operation, ability to cope with task challenges and 

belief in achieving human-AI cooperation. Self-efficacy affects effort, task selection, task confidence, and 

final success. It also affects academic desires, learning, and success [46]. According to Bandura [47], students’ 

self-efficacy directly and indirectly affects insistence to learning task completion in the learning process 

consequently, students with high self-efficacy in e-learning are typically more active and achieve better 

academically. 

3. Research hypotheses and framework 

3.1. Research hypotheses 

3.1.1. AI-powered e-learning system traits and satisfaction 

Numerous studies have applied key constructs of the IDT theory to examine the intention to accept and 

the actual use of high-tech products/services in similar research contexts. Alamri [48] conducted a study 

regarding underlying mechanisms through which key dimensions of IDT affect the adoption of massive open 

online courses. Taghizadeh et al. [49] confirmed that three key predictors from IDT (relative advantage, 

compatibility, and complexity) can positively affect students’ satisfaction with online learning. Similarly, 

Peng et al. [50] emphasized that technology should be user-friendly and not very complex to increase the 

chance of usage successfully. Mohammadi [9] empirically proved that ease of use significantly influences 

users’ satisfaction in a study regarding m-learning. Thus, the following hypothesis is proposed: 

H1: The combined effect of AI-powered e-learning system traits (AES) — including relative advantage 

(RA), complexity (COM), and observability (OBS) — positively enhances satisfaction.  

3.1.2. Satisfaction and adoption intention 

Satisfaction is an affective and cognitive evaluation reflecting an individual’s perceived fulfillment of 

expectations or goals about a specific experience. In this context, satisfaction can be defined as students’ 

affective and cognitive evaluation reflecting the perceived usage of e-learning [49] Many studies have found 

that satisfaction positively affects the intention to adopt technology-powered services. For instance, Mkhize 

et al. [32] uncovered that positive attitude, such as users’ satisfaction, can improve the willingness to use 
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learning management systems (LMS). Similarly, Al-Rahmi, Yahaya, Alamri, et al. [44] empirically proved that 

a positive attitude can significantly enhance students’ behavioral intention toward utilizing Massive Open 

Online Course (MOOC) systems. Thus, the following hypothesis is proposed: 

H2: Satisfaction positively affects adoption intention. 

3.1.3. AI-powered e-learning system traits and adoption intention 

Al-Rahmi, Yahaya, Alamri, et al. [44] demonstrated that IDT constructs, including RA, COM, and OBS, 

directly influenced students’ behavioral intentions. These effects persisted when combined with other factors 

affecting behavioral intentions to adopt e-learning systems. Kim et al. [51] examined the factors affecting 

university students’ resistance and intention to use of mobile learning with innovation diffusion theory (IDT). 

The results indicated that relative advantage being the most significant. Similarly, in a system review paper, 

Kumar and Chand [52] identified major predictor variables, including perceived usefulness, ease of use, and 

learnability, which can be considered as relative advantage, complexity, and observability constructs in this 

study. Thus, the following hypothesis is proposed:  

H3: AI-powered e-learning system traits, specifically relative advantage, complexity, and observability, 

together positively affect adoption intention of the system. 

3.1.4. Mediation effect of satisfaction continuance intention 

Many classical theories posit satisfaction or analogous attitudinal factors as mediating variables that 

transmit the effects of users’ technology/system experiences to continued usage intention. In TAM, a 

positive attitude can convey the effects of antecedent variables: perceived ease of use and usefulness [36]. In 

the Expectation-Confirmation Model (ECM), Bhattacherjee [53], satisfaction mediates the relationship 

between confirmation and continuance intention. In the D&M Model, which is also known as the 

Information Systems Success Model, Delone and McLean [54] indicated that system/information quality 

exerts its effects on behavioral outcomes through the mediating effect of satisfaction. Thus, the following 

hypothesis is proposed: 

H4: Satisfaction mediates the relationship between AI-powered e-learning system traits and adoption 

intention. 

3.1.5. Moderation effect of self-efficacy  

The premise for testing a moderating effect is that the moderator variable interacts with the independent 

variable, thereby influencing the strength or direction of its relationship with the dependent variable. Bassi et 

al. [55] found that learners with high self-efficacy display stronger technological adaptability, showing higher 

successful possibility compared to low-level one. Jan [41] also demonstrated that students with higher 

academic self-efficacy in their ability to finish online tasks are more engaged with learning and more willing 

to complete an online course. In addition, Lee and Lee [56] discussed that system factors and self-efficacy 

contribute to greater e-learning effectiveness and that learners’ computer self-efficacy moderates the 

relationship between system functionality and training effectiveness. Thus, the following hypothesis is 

proposed: 

H5: Self-efficacy moderates the relationship between AI-powered e-learning system traits and adoption 

intention. 

3.2. Framework 

Drawing from the literature review and hypotheses, Figure 1 presents the research model. 
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Figure 1. Research model and hypotheses. 

4. Research methodology 

4.1. Instrument development  

This study conducted a quantitative survey using an anonymous, structured questionnaire concentrating 

on college students utilizing AI-powered technology in their e-learning activities. The measurement items in 

this research were drawn up from previous literature and were deemed to be considered to comprehensively 

represent various aspects of the constructs under investigation [2]. As a supplementary step, we followed 

expert review methodology outlined in prior studies [2,57], conducted an expert review process. Researchers 

consulted experts in higher education domain in their institution; to evaluate the validity of the selected 

measurement items to ensure they accurately reflect each construct. The questionnaire was designed in 

Chinese, and then translated into English. In the pilot testing stage, a scale containing seven variables with 

26 items was adopted, anchored on a five-point Likert scale (1 = totally disagree to 5 = totally agree) [58]. The 

data obtained from the pilot were examined for scale reliability and validity. Most of the indicators had 

acceptable Cronbach’s alpha coefficients that exceeded the 0.700 standard [59]. Three questionnaire items 

were removed during scale purification because they either had insufficient factor loadings or fell below the 

minimum criteria. 

The final questionnaire was divided into two sections, where the first section focused on the 

measurement items of one second-order and six first-order latent constructs, together with 23 questionnaire 

items (Appendix A). The second focuses on the socio-demographic information of the respondents, such as 

gender, education, academic major, and the usage duration of AI-powered e-learning. The indicators for RA, 

COM, and OBS were adapted from [26,35,54,60,].The indicators for adoption intention and satisfaction were 

adapted from [26,35,61,62]. The indicators for self-efficacy were drawn from [63,64]. 

4.2. Data collection and respondents 

The research employed a purposive sampling method in the formal testing stage. The study consisted of 

distributing an online questionnaire that collected mainly quantitative data through a cloud-powered 

questionnaire website, similar to Google Form [65,66] among college students. Participants were initially 

screened powered on a qualification criterion evaluating prior experience with AI-powered e-learning 

systems, allowing only affirmative respondents to advance to the main study. To maintain anonymity, the 
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introduction delineated the sole academic aim of this study, and all data was gathered anonymously, with no 

personal, identifiable, or sensitive information documented.  

The formal survey was administered to the students online between February and March 2025. 

According to Hair et al. [59], the minimum sample size for models containing with 7 constructs or less is 150. 

Bentler and Chou [66] also indicate that when analyzing multi-construct distributions, researchers should 

adhere to a minimum observation-to-parameter ratio of 10:1. After eliminating the outliers, a total of 298 

valid questionnaires were received. Thus, the sample size was not an issue. 

4.2.1. Demographic information 

The sample demographics are as follows: 61.1% were male, 38.9% were female. In terms of education, 

18.5% were in their first year of study, while 25.2% were undergraduate students in their second year of 

study; and 31.9% and 24.5% were in the third and final years of study, respectively. For academic majors, 

39.9% were in Liberal Arts or Humanities, as well as 60.1% in Natural Science or Science. For system usage 

or years of experience with AI-powered e-learning systems, 39.9% reported usage duration between 3–4 

years, and 32.6% had 5–6 years of experience. However, early-stage users with 1–2 years of experience 

comprised 16.1% of respondents. Long-term adopters were only 7.0%, reported 7–8 years of usage, and the 

rest 4.4% of respondents selected the “Others” category. (Table 1). 

Table 1. Demographic statistics of the respondents. 

Response variable Options Frequency (n) Percentage (%) 

Gender                      
Male 182 61.1% 

Female 116 38.9% 

Education  

1st-year undergraduate 55 18.5% 

2nd-year undergraduate 75 25.2% 

3rd-year undergraduate 95 31.9% 

Final year undergraduate 73 24.5% 

Academic majors 
Liberal Arts/Humanities 119 39.9% 

Natural Science/Science 179 60.1% 

Years of usage 

1-2 years  48 16.1% 

3-4 years  119 39.9% 

5-6 years 97 32.6% 

7-8 years  21 7.0% 

Others 13 4.4% 

4.2.2. Chi-square analysis  

Table 2. Chi-square analysis. 

 Years of Usage   

 1-2 years (%) 3-4 years (%) 5-6 years (%) 7-8 years (%) Others (%) χ2* p 

Gender      

6.372 0.173 Male 28(15.38) 64(35.16) 67(36.81) 15(8.24) 8(4.40) 

Female 20(17.24) 55(47.41) 30(25.86) 6(5.17) 5(4.31) 

Education      
5.636 0.933 1st-year 

undergraduate 10(18.18) 22(40.00) 18(32.73) 3(5.45) 2(3.64) 
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 Years of Usage   

 1-2 years (%) 3-4 years (%) 5-6 years (%) 7-8 years (%) Others (%) χ2* p 

2nd-year 

undergraduate 13(17.33) 33(44.00) 22(29.33) 4(5.33) 3(4.00) 

3rd-year 

undergraduate 11(11.58) 35(36.84) 34(35.79) 10(10.53) 5(5.26) 

Final year 

undergraduate 14(19.18) 29(39.73) 23(31.51) 4(5.48) 3(4.11) 

Academic majors      

9.663 0.047* 
Liberal 

Arts/Humanities 24(20.17) 38(31.93) 38(31.93) 13(10.92) 6(5.04) 

Natural 

Science/Science 24(13.41) 81(45.25) 59(32.96) 8(4.47) 7(3.91) 

Table 2. (Continued) 

* p < 0.05 

A chi-square test [67] examined possible relationships between years of e-learning system use and 

demographic variables, including gender, education level, and academic discipline. The findings (Table 2) 

systematically show the statistical results assessing the difference between duration of usage and categorical 

characteristics within various demographic groups, such as gender, academic background, and majors. 

The results of the Chi-square analysis revealed there were no statistically significant associations 

between AI-powered e-learning use duration and gender (χ²=6.372, p=0.173) or academic year (χ²=5.636, 

p=0.933), indicating consistent distribution patterns across these demographic groups. However, significant 

disciplinary differences emerged (χ²=9.663, p=0.047<0.05), with humanities students demonstrating higher 

1–2-year adoption rates (20.17% vs 13.41% in science fields), while science disciplines showed greater 

prevalence of 3–4-year usage (45.25% vs 31.93% in humanities). 

4.3. Preliminary data analysis and procedure 

4.3.1. Preliminary data analysis 

Normality and multicollinearity analyses were conducted to reduce systematic errors [58]. Univariate 

skewness and kurtosis of each item ranged between -2 and +2, confirming the normal distribution of the data. 

Moreover, the variance inflation factor (VIF) was used to evaluate multicollinearity among variables, with 

values that should be less than 3. This investigation revealed no multicollinearity issues with VIF values 

ranging from 1.733 to 2.786. 

4.3.2. Procedure and statistical methods 

The study analyzed demographic data and measurement models utilizing frequency and Chi-square 

analyses, followed by Exploratory Factor Analysis and Confirmatory Factor Analysis to test the 

measurement model. Structural Equation Modeling was also applied to testing structural models and 

hypotheses. Following Preacher and Hayes [68] the bias-corrected bootstrap was performed to 

analyze mediating and moderating effects with PROCESS software. 

5. Results 

5.1. Measurement model 

5.1.1. Reliability and convergent validity 

Through EFA and CFA, the internal reliability, and convergent and discriminant validity of the 

measurement model can be obtained. The results are shown in Appendix B.  
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Firstly, the internal reliability was evaluated through Cronbach’s α, factor loading, and Composite 

Reliability (CR) values. The Cronbach’s α values ranged between 0.817 and 0.871, exceeding the cut-off 

value 0.70 [69]. Almost all factor loading values were ≥ 0.7, suggesting acceptable indicator reliability [60]. All 

values met the minimum requirements with CR ≥ 0.7 [70]. Secondly, Kaiser-Meyer-Olkin (KMO) was 0.893, 

exceeding the threshold value of 0.80, and Bartlett’s Test of Sphericity was statistically significant, which 

validates the appropriateness of factor analysis[71]. Thirdly, Principal Component Analysis was applied to 

choose the attributes, with Parameter Eigenvalues ≥ 1 in the analytical model. Six factors were extracted that 

provided the best summary of information, accounting for 70.48% of the cumulative variance. Fourthly, 

Average Variance Extracted (AVE) was applied to examine the convergent validity, and the value of every 

construct was calculated above 0.50, which ranged from 0.529 to 0.693, indicating acceptable validity [72].  

5.1.2. Discriminant validity  

Discriminant validity was evaluated by checking the following criteria: 1) Cross-loading [70] where each 

indicator loads highest on the construct it is associated with, and 2) Fornell-Larcker criterion [72]. The 

retrieved cross-loadings values of each indicator show that each indicator loaded highest on the construct 

associated with Appendix C. As Fornell and Larcker[72]recommended, the correlations between any two 

shared items within a construct should be lower than the square root of the AVE. As Table 3 shows, all 

diagonal values exceeded the inter-construct correlations. Thus, the instrument had satisfactory construct 

validity. 

Table 3. Discriminant validity. 

Construct 
Relative 

Advantage 
Complexity Observability 

Adoption 

Intention 
Satisfaction  Self-efficacy 

Relative 

Advantage 
0.753       

Complexity 0.575 0.769      

Observability 0.662 0.608 0.727    

Adoption 

Intention 
0.327 0.293 0.295 0.785   

Satisfaction 0.370 0.464 0.392 0.397 0.832  

Self-efficacy 0.369 0.364 0.367 0.372 0.630 0.758 

 

Table 4. Goodness-of-fit indices of the single- and multi-factor model. 

Model χ2/d.f.* GFI*  RMSEA*  CFI*  AGFI*  TLI*  Δχ2 Δ d.f.  P 

Fit criteria <3  >0.9 <0.08 >0.9 >0.8 >0.9 
 

1500.63 

 

9 

 

0.000 Single-factor model 7.743 0.577 0.151 0.527 0.493 0.479 

Multi-factor model 1.268 0.925 0.03 0.982 0.906 0.979  

* χ2/d.f.= Chi-square divided by degree of freedom. GFI = goodness-of-fit index. RMSEA = root mean square error of 

approximation. CFI = comparative fit index. AGFI = adjusted goodness-of-fit index.TLI=Tucker-Lewis Index 

5.1.3. Common method bias analysis 

As with all self-reported data, there is a possibility for common method biases resulting from multiple 

sources [73]. Both procedural and statistical techniques can be used to manage common method variance [74], 

therefore avoiding this issue. Two rigorous techniques were conducted to apply CMB analysis.  

Firstly, Harman’s single-factor test was conducted with an unrotated factor solution, as suggested by [73]. 

All items of the constructs were entered into a factor analysis. The first principal component factor revealed 
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an explained variance of 32.9%, below the threshold of 50%—an acceptable maximum threshold of total 

variance [72]. Secondly, it is an effective method to compare the goodness-of-fit indices of the CFA models 

between the single-factor model and the multi-factor model [74,75]. As shown in Table 4, the results indicated 

that the single-factor model exhibited well worse goodness-of-fit indices than did the multi-factor model (Δ 

χ2 = 1500.63, Δ d.f. = 9, p < 0.001). The CMB problem in this study was not an issue.  

5.2. Structural model 

5.2.1. Goodness-of-fit analysis 

Table 5. Summary of Goodness-of-fit indices for measurement and structural model. 

Indicator Criteria Measurement model Structural model Result References 

χ2/d.f.     <3  1.268 1.193 good Bollen [76]; 

Hu and Bentler [77]; 

Doll et al. [78] GFI       >0.9 0.925 0.942 good 

RMSEA <0.08 0.030 0.026 good Hu and Bentler [77] 

CFI     >0.9 0.982 0.988 good Fan et al. [79] 

AGFI     >0.9  0.906 0.925 good McDonald and Moon-Ho Ringo Ho [80] 

TLI  >0.9 0.979 0.988 good Bentler and Bonett [81] 

As seen in Table 5, the goodness-of-fit indices for both measurement and structural models meet the 

minimum requirements. 

5.2.2. Hypotheses testing  

The path significance of each hypothesized association and R2 values were calculated. Figure 2 and 

Table 6 show that AES (which consists of RA, COM, and OBS) and SAT jointly predicted the ADI. 

Together, these variables explained 20.3% of the variation in ADI and also explained 26.8% of the variance 

in SAT. Hypotheses 1 to 3 gained empirical support. The strongest relationship emerged in support of H1. 

AES features had significant effects on SAT (β = 0.517; T = 6.340; p < 0.001). It also had a positive 

influence on the ADI (β = 0.250; T = 2.981; p < 0.05), thus confirming H3. SAT significantly affected 

adoption intention as well (β = 0.267; T = 3.423, p < 0.001), thus confirming H2.  

 

Figure 2. Structural model and path coefficient without moderator. 
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Table 6. Results of path analysis and hypothesis testing. 

Hypotheses β T value  P value Results 

H1: AES→SAT 0.517*** 6.340 < 0.001 Support 

H2: SAT→ADI 0.267*** 3.423 < 0.001 Support 

H3: AES→ADI  0.250* 2.981 0.003 Support 

Total, Direct, and Indirect Effects 

 Effects SE* 95% CI*  

Total 0.388*** 0.068 [0.329, 0.717]  

Direct 0.250* 0.087 [0.103, 0.568]  

H4: Indirect 

(AES→SAT→ADI) 
0.138*** 0.045 [0.076, 0.328] Support 

*p<0.05. ***p <0.001. *SE =Standard errors. CI=confidence intervals 

5.2.3. Mediation analysis  

Mediation analysis examines the direct and indirect pathways through which an independent variable 

affects a dependent variable through mediator variables [82]. In this study, the AES is set as the independent 

variable X, with ADI serving as the dependent variable Y and SAT setting as the mediating variable M. 

Table 6 also presents the direct, indirect, and total effects of AES on ADI through SAT. First, the direct 

effect of AES on ADI is statistically significant at 0.250. Second, the indirect effect of AES on ADI is also 

statistically significant at 0.138, which is quantified as the product of path coefficients 0.517 × 0.267. Third, 

the total effect is 0.388. The 95% confidence intervals from the bootstrap method do not encompass zero for 

any values, indicating the results’ robustness. SAT shows a partial mediating effect between AES and ADI, 

confirming H4. 

5.2.4. Moderation analysis  

 In this study, SE is positioned as the mediating variable W to moderate the direct effect of AES on ADI 
[83]. Thus, applying Model 5 in the PROCESS 4.0 in SPSS is more appropriate for testing the relationships 

among the abovementioned variables [84]. In particular, since the AES dimension is composed of three first-

order constructs (RA, COM, and OBS), for better mediation and moderation analyses through applying 

linear regression in SPSS, all the scores from the original indicators were averaged to make a new composite 

AES variable. Additionally, each dimension of SE is created by centering meaning, and a composite variable 

was created for each interaction to avoid issues of multi-collinearity [85].  

As in Table 7 and Table 8, the results illustrate that, with a statistically significant change in R2 (ΔR2 = 

0.025, p < 0.01), SE positively moderates the effect between AES and ADI with an interacted coefficient of 

0.217 (p < 0.01), thereby supporting H5. Further, a simple slope test illustrates the predicted effects of AES 

on ADI separately for SE at a high, medium, and low level (mean and mean±1SD, respectively) in Figure 3. 

The line representing Low SE is straighten, this shows that at low level of SE, the impact of AES on ADI is 

weaker in comparison to High SE. At high level of SE, the line tends to be steep. This shows that the 

increase in AES does lead to similar change in the ADI. In addition, the gap between the lines conditioned at 

a specific value of AES reflects the differences in ADI resulting from different levels of SE. The progressive 

widening divergence between SE (low→high) systematically demonstrates the intensified effect of AES on 

ADI synchronously with the increase of SE. Thus, this confirms the existence of a moderation mechanism. 
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Table7. Results of moderation analysis. 

Antecedents Consequent     

 Satisfaction  
 

Adoption Intention 

 Coefficients SE Coefficients SE 

Constant 3.628*** 0.058  2.970*** 0.203 

AES  0.605*** 0.075  0.174* 0.072 

Satisfaction     0.147* 0.054 

Self-efficacy     0.205** 0.064 

AES×Self-efficacy    0.217* 0.071 

R2(F) 0.182***(65.928)  0.198***(18.130) 

ΔR2(F)    0.025**(9.250) 

 

Table 8. The direct and indirect effects with moderator. 

Conditional indirect effects of AES on Adoption Intention through Satisfaction at two different levels of Self-efficacy 

Self-efficacy Effects SE LLCI ULCI 

-1SD level - 0.940     - 0.030  0.106 - 0.239  0.179 

+1SD level + 0.940    0.377***  0.089 0.202   0.552 

Unconditional direct effect of AES on Adoption Intention 

Direct (Self-efficacy at mean level= 0) 0.174* 0.072 0.032 0.315 

Indirect 0.089* 0.036 0.021 0.164 

Index of interaction                  0.217**             0.071 0.076 0.357 

 

 

Figure 3. A visualization of moderation effect.           

6. Discussion 

This study systematically elucidates the viral mechanisms underlying the intention to adopt AES by 

integrating the IDT and the TAM from the perspective of university students. Path analysis reveals that all 

antecedent variables, including system relative advantage, complexity, observability of results, users’ 

satisfaction, and self-efficacy, have a statistically significant effect on AES adoption intention with an R-
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square of 20.3% and an R-square of 26.8% for satisfaction. Overall, the results show that the integrated 

model can explain a relatively moderate proportion of variation in intention to use AES. These findings are 

consistent with the IDT and the TAM propositions, which posit that technical features and users’ 

psychological reactions collectively drive adoption intentions [27,36,86]. However, the findings also indicate 

that not all variables equally contribute to improving students’ adoption intention. 

Hypotheses H1, H2, and H3 all gained empirical support. The findings exhibit consistency with 

previous literature. Al-Fraihat et al. [2] showed that technical system quality, highly similar to AI-powered e-

learning system quality, was related to ease of use, usefulness of the system, and users’ satisfaction or system 

reliability. Also, the relationships between ease of use and usefulness of the system to users’ satisfaction 

were significantly positive. Zhang and Gu [87] indicated that relative technical advantages could contribute to 

the innovation diffusion of AI in education. Higher quality of AI-powered e-learning system traits leads to 

higher behavioral intention. The success of e-learning strategies is attributed to the higher AES, which drives 

students to engage actively in tailored learning and maximizes academic efficiency using adaptive learning. 

AES traits affect satisfaction (β = 0.517, p <.001), showing that the antecedents of RA, COM, and OBS 

directly improve users’ experience and psychological emotions. This finding supports the classical 

proposition in technology adoption research that “system quality determines user attitudes” [88-90]. 

H4 gained empirical support in mediation analysis. Technical utilities are shown as the main drivers of 

emotional involvement, in line with [7]. Then, SAT further significantly impacts ADI, showing a partial 

mediation effect. Satisfaction mediates the relationship between AES and ADI, which is consistent with 

results by [91]. Their research also found that learner satisfaction is vital as a mediating variable linking 

technological features to adoption intention. The result implies that affective experiences do not solely drive 

adoption but also depend on the technical quality of the system. This dual process captures the Cognitive-

Affective-Behavioral framework, in which technical features concurrently affect decisions using rational 

evaluation (cognition) and emotional involvement (affect). Additionally, echoing Bhattacharjee’s [92] 

expectation-confirmation theory, functional optimization of technology-driven systems may not be enough to 

transfer into usage intention. Positive adoption intention is predicted by the synergy between technology 

convenience and user delight [93].  

H5 was supported since the interaction effect coefficient of AES and SE is statistically significant, with 

a beta value of 0.217. In other words, individuals with high levels of SE individuals show stronger adoption 

intentions using advanced AES capabilities. In contrast, users with low levels of SE may limit themselves to 

basic features. This differential adaptation is statistically validated in Table 8. It demonstrates a non-

significant indirect effect coefficient at lower SE levels since its confidence intervals include 0, suggesting 

attenuated technological engagement capacities among less confident users. This stratification reflects 

differences in student technical competencies. Hence, distinct assistance measures are needed depending on 

disciplinary backgrounds and skill levels. Furthermore, although SE increases AES value perception, its 

limited explanatory power (Δ R²=2.5%) suggests that other determinants may also interact with SE, affecting 

the intention of AI-powered e-learning systems, such as assistance from educators and institutions. 

The findings of the Chi-square analysis revealed no statistically significant links between gender or 

academic year and the length of usage with the AI-powered e-learning system. Still, academic discipline was 

considered as a determinant of usage patterns. Students enrolled in natural science or scientific courses 

displayed longer system involvement times than those in liberal arts or humanities courses. These findings 

suggest that disciplinary differences in learning objectives, technological familiarity, or curriculum structures 

influence adoption behaviors [2]. As explained in Academic Habitus Theory, which was developed by [94], it 
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clarifies how discipline-specific practices could affect digital learning behavior. Whereas humanities courses 

may show episodic use patterns matched with modular programs and seminar-powered pedagogy, natural 

sciences majors develop sustained technological engagement through spiral courses requiring continuous 

digital support [27]. With natural sciences developing software-driven communities against humanities’ digital 

tool use, this dichotomy reflects structural inequalities in knowledge systems and technological dependence 

levels[95]. 

7. Implications 

7.1. Academic contributions 

By integrating focal predictors from IDT (specifically relative advantage, complexity, and observability) 

with pivotal constructs of the TAM, namely perceived satisfaction and behavioral intention, this study 

constructs a multi-dimensional, comprehensive model that can help evaluate the mechanism influencing 

college students’ AI-powered e-learning system adoption intention in the context of the digitally-driven 

intelligent education sector. 

Contrary to conventional adoption models, empirical frameworks have predominantly operationalized 

self-efficacy as an independent variable exerting direct or indirect effects on users’ subsequent behavioral 

outcomes, which aligns with Bandura’s [28] theory and Lee et al.s’ [56] findings regarding technology 

adoption. In this study, self-efficacy not only significantly positively predicted the adoption intention (β = 

0.205, T= 3.214, p < .001), but combined with relative advantage, complexity, and observability, it also 

presented a positive effect on the adoption intention with interaction effects (β = 0.217, T=3.041, p < .001). 

Additionally, while IDT focuses on applying relative advantage, complexity, and observability as stable 

predictors, this research reveals the plasticity of self-efficacy to amplify adoption drivers. All the results 

could be explained by the possibility that students with high self-efficacy will be more confident and skilled 

in using high technology-related learning systems. Students with high self-efficacy show sustained 

engagement through delighted learning experiences, which also reinforces their intention to persist with AI-

powered learning systems. In addition, they are more confident that they can solve the challenges in use, so 

students are willing to participate more actively in research [96]. As a result, there would be more 

opportunities for students to accomplish their learning objectives with digitalized learning systems [91]. 

7.2. Practical implications  

This research integrated the IDT and the TAM, reveals that enhancing the core attributes, including 

relative advantages (AI-driven personalized feedback), reducing complexity (intuitive interfaces), and 

amplifying observability (AI-enhanced grading system), can directly strengthen users’ satisfaction, which in 

turn contribute to adoption intention. The findings offer valuable strategies for multiple stakeholders in AI-

powered e-learning systems, such as educational institutions, educators, and system designers. 

First, since the targeted respondents are university students, also known as digital natives [97] ，they can 

rapidly master new technologies to enhance technical competencies with minimal guidance with AI 

functionalities, optimizing the efficacy of AI-powered systems through informed utilization [98]. Creating AI-

powered learning result reports helps to magnify the observability concept and encourages peer imitation in 

learning environments. Moreover, letting students evaluate difficulties with AI technologies under 

appropriate teacher direction can help to lower tasks’ complexity.  

Second, given that self-efficacy moderates adoption, universities and educators should use 

pedagogically efficient and low-complexity platforms, thus providing low-barrier AI collaborative 

projects and instantaneous positive feedback to encourage students’ confidence and motivation to continue 
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using the system [99]. Additionally, they should be proficient system users and be opinion leaders modeling 

platforms to bridge technology-classroom gaps and using self-efficacy interventions, such as teacher 

guidance and peer mentoring projects, to empower students, thus leveraging their moderating role in 

adoption [100]. In other words, educational institutions and educators should actively involve students and 

offer continuous direction to maximize adoption, acting as facilitators of AI-powered learning [101]. 

Mentioned in a study by Papadakis et al. [13], educators utilized the CNN-based (Convolutional Neural 

Network) speech defect recognition tool to obtain instant feedback, which enables educators to adjust 

interventions, thereby fostering learners’ trust in AI-powered learning systems. 

Third, for e-learning system designers, optimizing the IDT core attributes, thus relative advantage, 

compatibility, and observability are critical. The significant effect of features (RA, COM, OBS) on 

satisfaction underscores the need to minimize complexity through fluid and collaborative operating 

interfaces while amplifying benefits. Consequently, improved system functions can be a booster, improving 

student engagement and academic productivity, with utility-driven features like AI error diagnostics (RA) to 

meet fundamental user needs, interactivity enhancements like virtual collaborative spaces (COM) to 

encourage engagement and intuitive visualization tools (OBS) like personalized learning dashboards to 

progress tracking [102]. At the same time, the proposed multidimensional learning dashboard (OBS) 

transforms progress display by layered data representations. The combination of real-time whiteboard 

comments with 3D model interactivity offers a dynamic collaboration environment. The resulting ecosystem 

shows adaptive growth using self-optimizing designs that match the interface, promoting sustainable digital 

literacy progress in changing contexts [103]. 

8. Conclusion 

Consistent with previous studies applying IDT or TAM or both regarding the adoption of new 

technologies, the results of this study respond to the call for in-depth exploration in digital information 

technology related education domain, since the application of AI technology in e-learning system has 

become increasingly pervasive. This study confirms the combination of IDT and TAM frameworks, thus 

showing that AI-powered e-learning adoption intention is driven by technological attributes (AES) and 

psychological mechanisms (satisfaction, self-efficacy). With AES features showing a strong direct effect on 

satisfaction (β = 0.517***, T = 6.340) and an indirect effect via satisfaction (β = 0.138***, [0.076, 0.328]), 

the model explains 20.3% of adoption variance. It is important to emphasize that, although the predicting 

power of the effects is relatively limited, the overall model remains statistically valid. According to previous 

literature, additional potential factors may influence AI adoption intention in academic background. For 

example, Konstantinos Lavidas et al. [45] proved that expected performance, habit, and enjoyment positively 

influence acceptance intention. These variables will be applied to future studies to increase the predictive 

power of the model. Self-efficacy, as the moderating role, with interaction effect value (β = 0.217*, 

[0.076,0.357]), highlights its dual function as a driver and amplifier of adoption, particularly in contexts 

where users possess high system compatibility and observability. These results underscore the necessity of 

aligning AI system design with IDT principles while addressing user-orientated cognition and behaviors. 

9. Limitations and future research 

First, as this study investigated participants in a college setting, the results cannot be easily generalized 

across other categories; thus, replicating the study in diverse cultural and institutional settings can be better. 

Second, this model did not fully capture the determinants of individual factors. Thus, there is still room to 

investigate more qualified factors. Further analysis can extend more determinants to obtain complete results. 
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Expanding the current framework to include other variables may enhance explanatory power. Third, 

although the valid number of samples reached 100 for the minimum requirement suggested by, there was still 

room for a survey with more prominent participants, thus providing more convincing results.  

Informed consent and ethics approval 

The research involved anonymous questionnaires with no collection of personally identifiable data. 

Before the survey commencement, a written disclosure statement was presented to all voluntary participants, 

detailing the research purpose and confirming that answering the questionnaire constituted informed consent 
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Krirk University. 
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Appendix A: Questionnaire items. 

Second-

order 

construct 

First-order 

construct 
Measure Related studies 

AI-powered 

e-learning 

system 

traits 

(AES) 

Relative 

Advantage 

(RA) 

RA1: Using AI-powered E-learning improves my learning 

efficiency. 

RA2: AI-powered E-learning systems better meet my expectations. 

RA3: Using AI-powered E-learning helps me accomplish my tasks 

more quickly. 

RA4: AI-powered E-learning systems offer more abundant learning 

materials. 

Moore and Benbasat [26]; 

Delone and McLean [54]; 

Rogers [35] ； 

Ly and Ly [60] 

Complexity 

(COM) 

COM1: The interface of AI-powered E-learning systems is easy for 

me to understand. 

COM2: I find the process of using AI-powered E-learning systems 

very simple. 

COM3: AI-powered E-learning systems do not confuse or frustrate 

me. 

COM4: I find the complexity of AI-powered E-learning systems 

acceptable. 

Observability 

(OBS)  

  

OBS1: I can easily find the functions I need in AI-powered online 

learning systems. 

OBS2: The interface design of AI-powered E-learning systems is 

clear and intuitive. 

OBS3: I can quickly locate and use resources in AI-powered online 

learning systems. 

OBS4: The navigation features of systems are very intuitive for me. 

Rogers [35] ； 

Moore and Benbasat [26] 

 

Adoption 

Intention 

(ADI) 

ADI1: I will continue using AI-powered E-learning systems in my 

future studies. 

ADI2: I would recommend AI-powered E-learning systems to my 

friends. 

ADI3: AI-powered E-learning systems have played a positive role in 

my studies. 

ADI4: On average, I use AI-powered E-learning systems frequently. 

Moore and Benbasat 
[26] ； 

Rogers [34] ； 

Selim [61] ； 

Shaw [62]  

 
Satisfaction 

(SAT) 

SAT1: I have a high level of satisfaction with AI-powered E-

learning systems. 

SAT2: Using AI-powered E-learning systems make me feel 

enjoyable and accomplished. 

SAT3: I am pleased that the systems meet my expectations for 

online learning. 

 
Self-efficacy 

(SE) 

SE1: Using AI-powered E-learning systems has increased my 

learning abilities. 

SE2: I believe that I can effectively use AI-powered E-learning 

systems for my studies. 

SE3: Through the use of AI-powered systems, I can better manage 

learning progress. 

SE4: Overall, I am confident in solving problems when using AI-

powered systems. 

Schwarzer et al. [63]; 

Yang and Tian [64]  
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Appendix B: Reliability and convergent validity. 

Construct Item 

Reliability Validity 

Indicator  

reliability 
Internal consistency Reliability* Convergent 

Factor loadings 

 ≥ 0.70 

Cronbach’s α  

≥ 0.70 

CR  

≥ 0.70 

AVE*  

≥ 0.50 

AI-

powerede-

learning 

system  

traits 

(AES) 

 

Relative 

Advantage 

(RA) 

RA1 0.720 

0.839 

0.890 

0.840 0.567 
RA2 0.744 

RA3 0.792 

RA4 0.753 

Complexity 

(COM) 

COM1 0.790 

0.851 0.852 0.591 
COM2 0.742 

COM3 0.776 

COM4 0.766 

Observability 

(OBS) 

OBS1 0.722 

0.817 0.818 0.529 
OBS2 0.718 

OBS3 0.711 

OBS4 0.757 

         Adoption 

Intention 

(ADI) 

ADI1 0.837 

0.863 0.865 0.617 
ADI2 0.796 

ADI3 0.690 

ADI4 0.814 

         Satisfaction 

         (SAT) 

SAT1 0.823 

0.871 0.872 0.693 SAT2 0.837 

SAT3 0.838 

        Self-efficacy 

        (SE) 

SE1 0.773 

0.842 0.843 0.574 
SE2 0.731 

SE3 0.700 

SE4 0.825 

*CR=Composite Reliability. AVE= Average Variance Extracted 
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Appendix C: Cross loadings. 

Construct 

items 

Relative 

advantage 
complexity observability 

Adoption 

intention 
Satisfaction Self-efficacy 

RA1 0.756       

RA2 0.691      

RA3 0.765       

RA4 0.807      

COM1  0.734     

COM2  0.750     

COM3  0.799     

COM4  0.795     

OBS1   0.768    

OBS2   0.691    

OBS3   0.731    

OBS4   0.772    

ADI1    0.850   

ADI2    0.825   

ADI3    0.774     

ADI4    0.816    

SAT1     0.794   

SAT2     0.815   

SAT3     0.832  

SE1      0.762 

SE2      0.801 

SE3      0.777 

SE4      0.760 

 


