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ABSTRACT

The mandatory implementation of chatbots in Chinese e-commerce has elicited consumer resistance. Existing
research primarily focuses on the technical optimization of intelligent customer service, examining how to enhance
communication efficiency and effectiveness between chatbots and consumers, while paying insufficient attention to the
negative psychological mechanisms triggered by mandatory use. This study integrates Psychological Reactance Theory
and the Technology Acceptance Model to examine how perceived threats to freedom and perceived ease of use
influence consumers’ intention to use chatbots, mediated by psychological reactance under conditions of forced
adoption. Based on data collected from 406 survey responses, a structural equation modeling approach was employed to
conduct the empirical analysis. The results indicate that: (1) perceived threats to freedom negatively influence intention
to use, while perceived ease of use positively influences it. (2) perceived threats to freedom positively predict
psychological reactance, whereas perceived ease of use has a negative effect. (3) psychological reactance directly and
negatively influences usage intention, serving as a partial mediator between both perceived threats to freedom and
perceived ease of use and consumers’ intention to use. Drawing on Psychological Reactance Theory, this study reveals
the underlying mechanism through which perceived ease of use enhances consumers’ intention to use chatbot services
by mitigating psychological reactance under mandatory conditions. Furthermore, the study offers practical implications
for enterprises seeking to mitigate the negative outcomes associated with the compulsory use of intelligent customer
service.
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1. Introduction

With the rapid advancement of Al technology, professional service robots are entering the global market
at an unprecedented pace, with chatbots emerging as a particularly prominent application [, E-commerce
enterprises have increasingly adopted chatbot services, which not only enhance the overall customer service
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experience but also significantly reduce response time through 24/7 availability!?. In online shopping
environments, consumers seek product and service information through multiple channels. Over time,
shortcomings of traditional customer service models have become increasingly apparent, including high
employee turnover, elevated training costs, and restricted service hours. Due to their time- and location-
independent nature, chatbot services are gradually replacing human customer service I,

China's chatbot industry has grown rapidly in recent years ), capturing an increasing share of the

global market. Major platforms like Taobao, JD.com, and Pinduoduo have been especially active in
deploying chatbot services ). However, in promoting chatbots, enterprises frequently implement compulsory
usage strategies (e.g., direct transfers to chatbots), which restrict consumers’ freedom of choice 1*!. According
to IBM’s 2024 consumer survey, only about 33% of users expressed satisfaction with their experience using
intelligent assistants. Nearly 20% reported significant disappointment and expressed unwillingness to use
such services again [®!. Despite technological advancements, consumer resistance remains, with some users
even reducing their purchases due to the perceived lack of human touch in such services [7).

The current research on intelligent customer service primarily focuses on technology optimization ! or
examines its positive influencing factors through the Technology Acceptance Model P! aiming to improve
the efficiency and effectiveness of communication between chatbots and consumers. The coercive usage
strategies are designs of services that block or cover access to human agents or automatically redirect users
to chatbots or use of chatbots as a condition to complete the service. However, existing studies largely
overlook the psychological mechanisms of consumers under conditions of forced use—particularly the
negative psychological effects stemming from enterprises’ mandatory replacement of human customer
service, and how such effects influence usage intention from the perspective of consumer cognitive
processing. It is worth noting that chatbots are prone to trigger consumers’ perceived threats to autonomy
due to their monitoring behaviors, preference prediction capabilities, and handling of privacy-related
information!'”, These perceptions may in turn induce psychological reactance and reduce consumers’
willingness to use such services. Although some scholars have investigated the negative impact of perceived
threats to freedom on user behavior !, research examining the underlying mechanisms in the specific
context of mandatory use of intelligent customer service remains relatively limited. In practical application,
enterprises often improve operational efficiency by forcibly replacing manual customer service. Such actions
may heighten consumers’ sense of limited freedom of choice, thereby influencing their attitudes and
behavioral responses toward technology. While the perceived usefulness of technology is a critical
prerequisite for enterprises to adopt emerging technologies, perceived ease of use exerts a more direct
influence on consumer behavior and the realization of business value 2. In scenarios of mandatory chatbot
usage, users face dual pressures of technological complexity and restricted autonomy. However, most
existing literature adopts either technology acceptance or psychological reactance as a single lens of analysis
131" which makes it difficult to fully account for the complex theoretical tension between these two
dimensions. Therefore, it is necessary to integrate the Technology Acceptance Model and psychological
reactance theory to construct a unified analytical framework. This study aims to reveal how
consumers’willingness to use chatbots is affected by psychological reactance under the dual influences of
perceived threat to freedom and perceived ease of use, thereby enriching the theoretical system of consumer
behavior and providing strategic interventions and practical suggestions for enterprise-level technology
adoption.

Although much has been researched about the implementation of chatbots and the technology
acceptance, little effort has been directed towards consumer psychological resistance when there is a forced
use of chatbots. The literature available focuses mainly on voluntary adoption cases, and the effects of
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technology adoption on the mental and emotional facets are not well studied. This paper responds to this gap
by three core research issues. First, it investigates the direct impact of perceived threat to freedom on
consumers’ willingness to use chatbot services. Drawing on Psychological Reactance Theory, the forced
implementation of chatbots by enterprises is perceived by consumers as a deprivation of their freedom of
choice B!, For example, Ding et al. " found that perceived threats to freedom significantly reduced
consumers' willingness to participate in loyalty programs. Accordingly, this study examines the potential
negative consequences of the mandatory use of chatbots in e-commerce settings. Second, it explores the
compensatory effect of consumers’ perceived ease of use. While the Technology Acceptance Model
establishes the positive influence of ease of use on technology adoption, it remains unclear whether this
effect holds under conditions of forced usage. This study seeks to determine whether perceived ease of use
can mitigate the negative consequences of mandatory chatbot use by satisfying consumers’ need for
convenience. Third, the study analyzes the mediating role of psychological reactance. Given the widespread
negative attitudes and emotional responses toward chatbot services, this research adopts psychological
reactance—based on the original theory—as a mediating variable. It examines how psychological reactance
transmits the effects of perceived threat to freedom and perceived ease of use on consumers’ intention to use
chatbot services, thereby revealing the underlying psychological mechanisms driving consumer responses
during human—chatbot interactions.

To solve these problems, we developed a model to test the relationship between perceived threat to
freedom, perceived ease of use, psychological reactance and intention to use of chatbot services. 406
Chinese participants participated in the survey, which facilitated the empirical examination of these
relationships through structural equation modeling (SEM).

The theoretical contributions of this study are threefold: (1) Grounded in Psychological Reactance
Theory, it reveals a reverse mechanism whereby consumers’ perceived ease of use enhances their intention
to use chatbot services by reducing psychological reactance in mandatory use contexts. (2) Focusing on the
unique scenario of the mandatory implementation of intelligent customer service in Chinese e-commerce, it
deconstructs the pathway through which perceived threats to freedom affect usage intention, addressing the
current gap in literature regarding consumer resistance and psychological conflict in forced-use contexts. (3)
By integrating Psychological Reactance Theory and the Technology Acceptance Model, the study constructs
a dual mediation framework centered on psychological reactance, offering a unified perspective for
understanding technology forced acceptance.

The practical implications are as follows: (1) It provides guidance for enterprises to alleviate
psychological reactance and resolve service tensions arising from information asymmetry by optimizing
perceived ease of use and managing perceived threats to freedom. (2) It offers strategies to enhance
consumers’ willingness to adopt intelligent customer service systems and maximize the value derived from
technological innovations. (3) It delivers empirical insights to support process optimization and experience
balancing, thereby facilitating the intelligent transformation of enterprises and enhancing the realization of
service value.

The structure of the paper is organized as follows: Section 2 critically reviews the relevant literature and
lays the theoretical foundation. Section 3 details the research methodology. Section 4 presents the empirical
findings and analyzes the results. Section 5 provides a critical discussion of the theoretical and practical
implications. Finally, the study’s limitations are addressed, and suggestions for future research are proposed.

2. Theoretical basis and literature review
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2.1. Theoretical basis

2.1.1. psychological reactance theory

The psychological reactance theory was first proposed by Brehm in 1966. The core view is that when
individuals perceive that their freedom of behavior is threatened, they will have the motivation to restore
freedom!'®!, The theory contains four key elements: freedom refers to the individual's subjective perceived
behavior or attitude autonomy!'®l. Threats come from external coercive forces, such as the forced use of
chatbots by enterprises. Resistance is an intertwined reaction of emotion and cognition!'”). It may eventually
lead to resistance or avoidance. In the field of technology acceptance, this theory is widely used to explain
the user's resistance mechanism to coercive measures. For example, Feng et al. Confirmed in the airport self-
service research that forced use would trigger users' psychological reactance B,

Nonetheless, the application of the psychological reactance theory has been largely limited to the
context of persuasive communication and policy enforcement, and the explanatory capacity of this theory in
the context of service transactions through Al has not been significantly investigated.

2.1.2. Technology acceptance model

The TAM model proposed by Davis based on rational behavior theory is the core framework to explain
technology adoption ['”l. The model establishes perceived usefulness (the expectation of improving the
efficiency of Technology) and perceived ease of use (the labor-saving degree of technology use) as key
variables, which indirectly affect the willingness to use through attitude '8, Follow up studies continue to
expand the model: the TAM2 of Venkatesh et al. ['! includes regulatory variables such as social norms.
UTAUT model integrates multiple theories to explain technology acceptance behavior. In the research of
chatbot, Ashfaq et al. ? combined TAM with Expectation Confirmation model and found that perceived

ease of use significantly affected users' willingness to continue using.

Although TAM is a useful theory to understand the voluntary adoption of technologies, its assumptions
can be disputed in the case of obligatory use when the option of voluntariness is limited.

2.1.3. Theoretical tension between PRT and TAM

TAM and psychological reactance theory suggest conflicting forces of behavior in settings that require
the use of chatbots. Although TAM indicates that system usability helps to promote acceptance, the
psychological reactance theory anticipates resistance in cases where there is a restriction in autonomy. This
conflict introduces a cognitive dissonance where consumers will be both aware of functional advantages and
affectively opposing, which presents forced adoption of chatbots as a theoretically distinctive situation.

2.2. Literature review

2.2.1. Research on chatbot services

Chatbots represent an early application in the marketing domain, involving the deployment of digital
dialogue agents that interact with customers via voice or text to fulfill various service needs. These systems
are gradually replacing human service agents across websites, social media platforms, and information
services. By the end of 2024, the market size for chatbots and related technologies is projected to exceed
USD 1.34 billion 2! In the e-commerce sector, JD.com and Taobao have launched their own chatbots—Jimi
and Xiaomi, respectively—to handle customer inquiries and provide after-sales support.

Existing research can be categorized into three dimensions. First, regarding technological optimization,
scholars have sought to enhance system performance by advancing natural language understanding
algorithms *?land developing multi-level dialog management strategies. Second, in terms of user experience,
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Kull et al. 1 found that anthropomorphic design can reduce consumers’ perceived psychological distance

from brands. Li et al. 4]

confirmed that service quality dimensions—such as reliability and responsiveness—
significantly affect users’ willingness to continue using the service. Third, with respect to usage barriers,
field experiments by Luo et al. "' revealed that disclosing the chatbot’s identity reduced purchase rates by
79.7%. Rajaobelina et al. > further pointed out that technology-related anxiety can exacerbate users’ fears

and amplify resistance.
2.2.2. Research on consumer behavior from the perspective of psychological reactance

With the rapid advancement of digital transformation, the perceived threat posed by mandatory
technology deployment to consumers' psychological freedom has emerged as a key area of research. Existing
evidence identifies three primary mechanisms underlying the generation of psychological reactance. First,
when algorithmic decision-making replaces human service, the autonomy threat arising from diminished
user-perceived behavioral control serves as a central trigger. Experimental results demonstrate that the
compulsory intervention of Al-based customer service in online shopping scenarios reduces the fulfillment
of consumers' autonomy needs by 31%, thereby directly eliciting resistance 1> Second, restrictive technical
frameworks (e.g., unskippable verification steps) can activate cognitive evaluations that perceive the
decision-making process as oversimplified, thereby intensifying psychological reactance 1?7, Third, in luxury
consumption contexts, the use of technology-enforced shopping guidance undermines consumers’
professional identity, resulting in emotional resistance that is 3.2 times stronger than that observed in
ordinary product settings 21,

Research on consumers’ acceptance of chatbot services indicates that when these services effectively
resolve problems, the level of resistance tends to decrease significantly. Thus, consumer resistance is often
attributed not to the technology itself, but to its failure in addressing user needs *°. Moreover, when
consumers attribute the forced use of technology to efficiency-related motives, the negative impact of
psychological reactance on purchase intention weakens, suggesting that users' perceptions of a firm’s
technological deployment motives directly influence resistance levels %, During service interactions, guided
operations and anthropomorphic interactions can help compensate for reduced autonomy and mitigate the

adverse effects of perceived threats to freedom 129,
2.2.3. Mandatory and forced technology use

In addition to voluntary adoption of technology, there is an emergent body of research that has explored
consumer reactions in the face of compulsory or coerced technology adoption. Feng et al. ) proved that
mandatory implementation of self-service technologies in airports causes the psychological reactance of
users to a significant extent, triggering resistance and avoidance behaviors. Likewise, Cserdi and Keneseil**
established that the imposition of self-service systems of the public transportation increased negative
affective reactions especially among individuals who perceived lower control and technological self-efficacy.
Fan and Liu®® also demonstrated that Al-based services that use algorithmic autonomy can pose a threat to
the perceived freedom of consumers and inhibit acceptance intentions. Taken together, these studies indicate
that a mandatory usage is a unique situation where psychological resistance processes differ radically as
opposed to voluntary technology use conditions.

2.2.4. Summary and research gap

Despite the growing relevance of chatbot services, several key gaps persist in the current literature: (1)
There is a lack of targeted research on consumer cognitive resistance arising from the mandatory use of
chatbot services. (2) The dynamic evolution of resistance-related emotions in long-term user—technology
interactions has been largely overlooked, leading to a decline in consumers' willingness to engage with

5



Environment and Social Psychology | doi: 10.59429/esp.v11i1.4372

chatbot services. (3) The moderating role of technology coercion sensitivity within the Chinese cultural
context remains unverified. To address these limitations, the present study focuses on e-commerce chatbot
service scenarios and aims to construct an integrated model illustrating the pathway from "technology
compulsion characteristics" to "psychological reactance responses” and ultimately to "behavioral adaptation
trajectories", thereby contributing to the refinement of theoretical frameworks in this domain.

2.3. Hypothesis presentation

2.3.1. Perceived threat to freedom: effects on willingness to use and psychological reactance

In the context of forced technology use, the perceived threat to freedom serves as a key explanatory
factor for consumers’ psychological and behavioral responses. According to classical psychological
reactance theory, when individuals perceive their right to make autonomous choices is deprived by external
forces, they experience a motivational state aimed at restoring that freedom!®*". In chatbot interaction
scenarios, corporate decisions to eliminate human customer service channels and mandate the use of chatbot
systems have been shown to significantly threaten users’ freedom of choicel™.. The strength of this perception
aligns with the principle of freedom valuation " users perceive that the more valuable the restricted
freedom option (e.g., human support), the stronger their resistance.

Existing studies have identified dual mechanisms through which perceived threat to freedom inhibits
acceptance. Forced use of chatbots can trigger perceived restrictions, resulting in decreased satisfaction and
increased resistance %2, Lee et al. [** found that personalized recommendation services reduce user adoption

14 demonstrated that non-member customers who

by threatening choice freedom, while Ding et al.
perceived freedom threats from mandatory loyalty program terms exhibited more negative attitudes and
lower repurchase intentions. In summary, perceived limitations on consumer freedom significantly inhibit

service adoption. Accordingly, the following assumptions are proposed:

Hla: In the context of forced chatbot use, perceived threat to freedom negatively affects consumers’
willingness to use.

Wang et al. 3! proposed that compulsive behavior (such as the precise delivery of targeted advertising)
will trigger negative emotions such as anxiety and anger through "perceived freedom risk", and eventually
lead to advertising avoidance behavior, indicating that compulsive behavior will have negative psychological
effects on consumers. Dillard and Shen ['!! further demonstrated that such threats evoke both emotional
(anger) and cognitive (perceived manipulation) resistance, consistent with consumer reactions in forced
chatbot interactions Bl Fan and Liu ?®! confirmed that mandatory use of airport self-service significantly
intensified psychological reactance via perceived threat to freedom. Overall, corporate coercion strategies
tend to provoke psychological reactance by threatening user freedom. Accordingly, the following
assumptions are proposed:

H1b: In the context of forced chatbot use, perceived threat to freedom positively affects consumers’
psychological reactance.

2.3.2. Perceived ease of use: effects on willingness to use and psychological reactance

Perceived ease of use, a central construct in the Technology Acceptance Model!!”

, serves as a key
mitigating factor in mandatory usage contexts. Defined as a user’s subjective evaluation of the effort
required to use a technology, it primarily reflects the reduction in cognitive load. When a system is

sufficiently simple to operate, users can focus on task execution rather than on imposed constraints 4],

In chatbot applications, Pillai and Sivathanu 3 found that continued usage intentions increased by 31%
with each incremental improvement in ease-of-use ratings for hotel chatbots, highlighting its critical
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influence. Ashfaq et al. 2% further emphasized that in scenarios involving multiple interactions, perceived
ease of use outweighed perceived usefulness as the primary adoption driver. This positive association has
been validated across various contexts, including mobile social apps B¢, online banking 7, and intelligent
customer service systems %1, Even under coercive service conditions, high perceived ease of use—such as
intuitive interfaces—can enhance satisfaction and indirectly boost willingness to use. Accordingly, the
following assumptions are proposed:

H2a: In the context of forced chatbot use, perceived ease of use positively affects consumers’
willingness to use.

Regarding its relationship with psychological reactance, Venkatesh et al. [ noted that ease of use
reduces resistance by lowering usage barriers. This logic extends to mandatory chatbot contexts ). Cserdi

B4 demonstrated that when forced to use airport self-service systems, users with higher

and Kenesei
perceived ease of use exhibited 43% lower psychological reactance. These findings suggest that designs
requiring less cognitive effort weaken perceptions of coercion and reduce resistance. Moreover, in
mandatory adoption scenarios, ease of use helps preserve users’ sense of control and self-efficacy, thereby

buffering psychological reactance **. Accordingly, the following assumptions are proposed:

H2b: In the context of forced chatbot use, perceived ease of use negatively affects consumers’
psychological reactance.

2.3.3. Aftereffect and mediating role of psychological reactance

Psychological reactance theory posits that when individuals perceive their behavioral freedom is
threatened or restricted, they will develop motivational resistance aimed at restoring perceived freedom—
typically reflected in emotional (e.g., anger) and cognitive (e.g., perceived manipulation) responses [l In
service contexts, Dillard and Shen!'!l noted that psychological reactance is not merely an emotional response
but also involves a complex interplay of negative cognition (e.g., beliefs that problems cannot be effectively
resolved), jointly weakening subsequent behavioral intentions. Similarly, Ogbanufe and Gerhart**! found
that psychological reactance in smart wearable users indirectly lowered adoption through elevated risk

1. M9 reported that employee resistance to mandatory security policies significantly

perception. Hovav et a
reduced compliance willingness. Collectively, these findings suggest that in coercive settings, psychological

reactance negatively influences usage intentions. Accordingly, the following assumptions are proposed:

H3: In the context of forced chatbot use, psychological reactance significantly and negatively affects
consumers’ willingness to use.

According to Dillard and Shen MY, perceived threat to freedom is the primary antecedent of
psychological reactance. When individuals perceive pressure on their freedom, they initially experience
negative emotions (e.g., anger), followed by negative cognition, ultimately leading to a compounded
psychological reactance state. This state influences behavior through emotional and cognitive interaction.
Ghazali et al. *!] empirically validated this mediating chain—perceived threat — psychological reactance —

2] further confirmed that negative cognition and

willingness to use—using structural equation modeling. Yi
emotion triggered by freedom threats contribute to heightened risk perception, reinforcing the mediating role

of psychological reactance. Accordingly, the following assumptions are proposed:

H4a: In the context of forced chatbot use, psychological reactance mediates the relationship between
perceived threat to freedom and willingness to use.

While perceived ease of use is generally considered a positive predictor of usage intention (TAM), in
chatbot-based services, low ease of use may amplify feelings of being forced to follow complex processes,
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thereby increasing psychological reactance. Cserdi and Kenesei 4 showed that enhanced ease of use
significantly lowered psychological reactance during self-service ticketing. Similarly, domestic studies on
LBS(Location Based System) recommendation systems confirmed a negative correlation between perceived
ease of use and psychological reactance ¥, Therefore, in forced chatbot scenarios, perceived ease of use
may enhance usage intention by reducing psychological reactance. Accordingly, the following assumptions
are proposed:

H4b: In the context of forced chatbot use, psychological reactance mediates the relationship between
perceived ease of use and willingness to use.

The conceptual model for this research, built upon the four preceding assumptions, is depicted in Figure

Perceived Threat Psychological
to Freedom Reactance
Perceived Fase Intention to Use

of Use

Figure 1. Research model.

H4a H4b

Hla H2b

3. Research design
3.1. Samples and data

Convenience sampling of the sample through an online survey platform possibly caused self-selection
bias. Moreover, the sample is biased in regard to younger and more educated users, which could be a process
that restricts representativeness. The majority of the respondents were urban residents, and those working in
service-related or professional jobs because that is the prevailing number of users of key Chinese e-
commerce websites. To ensure data validity, participants were first asked a control question to confirm prior
experience using chatbot services on e-commerce platforms. The survey was conducted online via the
Wenjuanxing platform from April to June 2025, collecting 406 valid responses. The research hypotheses
were tested using structural equation modeling (SEM). Given the adequate sample size (McDonald & Ho,
2002; Hair, Risher, Sarstedt, & Ringle, 2019), data analysis was conducted using SPSS 27 and Amos 29.

Most participants were male (54%), aged between 20 and 39 (65.5%), and held at least a college degree
(79.6%). Regarding chatbot usage on e-commerce platforms, the majority of participants reported having
used them for more than six months (70.2%) and at least once per week (71.2%). The most commonly used
e-commerce platform for chatbot services was Taobao (including Alibaba and Xiaomi). Table 1 provides
detailed demographic information and chatbot usage patterns. Table 2 presents the multiple-response
analysis of e-commerce platforms employing chatbot services.
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Table 1. Summary of Participant Demographics.

name option frequency percentage%
Gender Female 223 54.926
Male 183 45.074
summary 406 100
Age 20- 92 22.66
20~29 127 31.281
30~39 139 34.236
40~49 31 7.635
50+ 17 4.187
summary 406 100
Education Level High school/ 83 20.443
Junior college and below
Specialized 120 29.557
Undergraduate 135 33.251
Graduate and above 68 16.749
summary 406 100
Chatbot Services 0-2 times a month 10 2.463
usage frequency )
3-4 times a month 107 26.355
1-2 times a week 92 22.66
3-4 times a week 119 29.31
Used almost every day 78 19.212
summary 406 100
Chatbot Services Less than 1 month 17 4.187
usage time
1 month - less than 6 months 104 25.616
6 months - less than 1 year 94 23.153
1 year - less than 2 years 118 29.064
More than 2 years 73 17.98
summary 406 100
Chatbot Services Product Recommendations 163 40.148
Usage Intentions o .
Inquiries and Inventory Inquiries 144 35.468
Ordering and Delivery Notifications 99 24.384
Others 0 0
summary 406 100
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Table 2. Response Rate and Prevalence Rate Table.

response
name option prevalence rate%
n response rate%

JIMI (Jingdong) 213 23.826 52.463
Ali Xiaomei (Taobao) 295 32.998 72.660
E-commerce platforms Ping Xiaoduo (Pinduoduo) 158 17.673 38.916
that use chatbots Xiaomei (Meituan) 208 23.266 51.232
Others 20 2.237 4.926
summary 894 100.00 220.197

3.2. Variable measurement

All scales employed a five-point Likert scale, with participants rating their agreement with each
statement from "strongly disagree" (1) to "strongly agree" (5). To ensure alignment between the research
context and the study topic, item wordings were adjusted without altering their original meaning.
Additionally, several researchers verified that the semantic integrity of the items was preserved.

Based on existing literature, perceived threat to freedom is defined as an external force deliberately
imposed by others or organizations that hinders individuals from exercising their freedom. Under conditions
of compulsory use, consumers may perceive a threat when enterprises limit or threaten to eliminate certain
choices, thereby infringing on their freedom. Drawing from the studies of Dillard and Shen " and
Degirmenci 4, this study developed a three-item scale to assess perceived threat to freedom. In reference to
Davis’s 7 definition in the Technology Acceptance Model, perceived ease of use is defined as the extent to
which consumers find it simple and effortless to communicate with intelligent customer service. Following
the work of Venkatesh et al. *! and Malodia et al. ), a four-item scale was developed to measure perceived
case of use. Psychological reactance theory describes consumers’ psychological state when their freedom is
perceived to be threatened or restricted. Drawing on Dillard and Shen [''! and Koo ™7, this study adapted the
intelligent customer service scenario and developed a six-item scale. Consumer intention to use refers to the
degree of their subjective intention to adopt intelligent customer service. Referring to the studies by
Venkatesh et al. 31 and Wang and Guchait **), a four-item scale was developed.

3.3. Ethical approval

All methods in this study were conducted in accordance with relevant guidelines and regulations of the
Measures for the Ethical Review of Science and Technology (2023) of the People's Republic of China.
Informed consent was obtained from all participants and/or their legal guardians prior to the commencement
of the study. Data collection involved questionnaire administration only, with no biological samples
collected.

4. Empirical analysis

A two-phase design identified and confirmed factors shaping consumers' online purchase intention and
persistent chatbot services adoption intent. Phase 1 implemented Confirmatory Factor Analysis (CFA) to
validate the measurement model's dimensionality while assessing reliability and validity. Phase 2 examined
hypothesized relationships through structural equation procedures.

Total effects analysis evaluated Hla and H2a concerning the impacts of Perceived Threat to Freedom
and Perceived Ease of Use on Intention to Use. Direct effects analysis examined H1b and H2b regarding the
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antecedent effects of Perceived Threat to Freedom and Perceived Ease of Use on Psychological Reactance,
while simultaneously testing H3 pertaining to the influence of Psychological Reactance on Intention to Use.
Mediation analysis tested H4a and H4b, investigating whether Psychological Reactance transmits the
impacts of Perceived Threat to Freedom and Perceived Ease of Use on Intention to Use.

4.1. Measurement model (First-Order Constructs)

Cronbach's alpha and Composite Reliability (CR) gauged internal consistency. Convergent validity was
established through Average Variance Extracted (AVE), while discriminant validity employed the Fornell-
Larcker criterion 1%, Table 3 reports item-level statistics (means, standard deviations), factor loadings, AVE
values, and reliability metrics.

Table 3. Results of first-order factors.

Variable Item Mean SD Factor Loading AVE CR o
PTF1 0.775

Perceived Threat to Freedom PTF2 2.652 1.025 0.758 0.59 0.811 0.809
PTF3 0.751
PEUI 0.734
PEU2 0.757

Perceived Ease of Use 3.264 0.991 0.591 0.852 0.852
PEU3 0.754
PEU4 0.766
U1 0.764
U2 0.754

Intention to Use 3.312 0.946 0.58 0.847 0.846
U3 0.780
U4 0.710
PRC1 0.785
PRC2 0.719
PRC3 0.758

Psychological Reactance 2.697 0.910 0.554 0.882 0.882
PRC4 0.760
PRC5 0.742
PRC6 0.780

Note: SD: standard deviation, AVE: average variance extracted, CR: composite reliability, a: Cronbach’s Alpha.

All Composite Reliability (CR) metrics surpassed the 0.70 benchmark, exceeding 0.80. Convergent
validity was confirmed ! with Average Variance Extracted (AVE) > 0.5, CR > 0.7, and statistically
significant factor loadings. Discriminant validity criteria were satisfied as every construct's AVE square root
exceeded its maximum cross-construct correlation magnitude °° (Table 4). For model fit, all indices— x  /df
(CMIN/DF), NFI, IFI, TLI, CFI, GFI, AGFI, and RMSEA—achieved recommended thresholds,
demonstrating adequate fit’®!(Table 5).
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Table 4. Distinguishing validity: Correlation and AVE root value.

PTF PEU U PRC
PTF 0.768
PEU -0.568 0.769
IU -0.624 0.602 0.762
PRC 0.42 -0.525 -0.47 0.745

Note: Bolded diagonal entries signify the square roots of Average Variance Extracted (AVE), while off-diagonal elements display
correlation coefficients among latent constructs.

Table 5. Model fitting index.

Common

oo 42 df  y2/df RMSEA RMR CFI  NFI  IFI TLI GFI  AGFI
gt‘;i‘fi;“r‘fi - - <3 <0.08 <0.05  >09 >08  >09 >0.8 >0.8 >0.8
Value 1325 T3 1196 0.022 0.037 0993 096 0993 0992 0961  0.947

4.2. Hypothesis test

Structural equation modeling (SEM) was used to test the proposed hypotheses. The results are
summarized in Table 6 and Table 7.

Table 6. Path Index.

Path path coctticient S CR P " coctfciont
U <-- PTF -0.327 0.055 -5.904 0.000%*** -0.390
U <-- PEU 0.277 0.063 4.425 0.000%** 0.303
U <-- PRC -0.143 0.056 -2.570 0.010* -0.147
PRC <-- PTF 0.154 0.058 2.637 0.008** 0.178
PRC <-- PEU -0.398 0.066 -6.025 0.000%*** -0.423

#9<0.05 **p<0.01 ***p<0.001

Results demonstrated significance for all hypothesized pathways (Table 6). Perceived Threat to
Freedom (PTF) exhibited substantial negative effects on both Intention to Use (IU:  =-0.390, C.R. =-5.904,
p < 0.05) and Psychological Reactance (PRC: B = 0.178, C.R. =2.637, p < 0.05), thereby affirming Hla and
H1b. Perceived Ease of Use (PEU) showed opposing directional impacts: positive for IU (f = 0.303, C.R. =
4.425, p < 0.05; H2a supported) yet negative for PRC (p = -0.423, C.R. = -6.025, p < 0.05; validating H2b).
Finally, PRC's significant negative influence on IU (f =-0.147, C.R. =-2.570, p < 0.05) confirmed H3.

Table 7. Mediation Effect Test.

Standard Standard Standard

Parameter Estimate Lower Upper Estimate Lower Upper Hypothesis
[U<-PRC<- Partial mediation
PTF(Indirect Effect) -0.022 -0.057  -0.005 -0.026 -0.07 -0.005 effect
IU<-PTF(Direct Effect) -0.327 -0.44  -0.226 -0.39 -0.52 -0.273 Establish
[U<-PRC<- Partial mediation
PEU(Indirect Effect) 0.057 0.017 0.11 0.062 0.02 0.118 effect
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. Standard Standard Standard .
Parameter Estimate Lower Upper Estimate Lower Upper Hypothesis
[U<-PEU(Direct 0277 015 041 0303 0.165 0.434 Establish

Effect)

Table 7. (Continued)

Note: Lower indicates the lower limit of 95% confidence interval, Upper indicates the upper limit of 95% confidence interval,
confidence interval excluding 0 indicates that the effect is significant
Table 7 demonstrates significant indirect pathways. For the PTF — PRC — U pathway: § = -0.026 (95%

CI excludes zero). With direct effects also significant (CI excludes zero), Psychological Reactance partially
mediates PTF's influence on IU, confirming H4a. Specifically, elevated Perceived Threat to Freedom levels
trigger stronger Psychological Reactance, ultimately suppressing Intention to Use. For the PEU — PRC —
IU pathway: p = 0.062 (indirect and direct effects' CIs exclude zero). This indicates Psychological Reactance
partially mediates PEU's relationship with IU, supporting H4b. Higher Perceived Ease of Use reduces
Psychological Reactance, thereby enhancing Intention to Use.

4.3. Result discussion

The data show the direct impact of perceived threat to freedom on the willingness to use, and verify the
core view of psychological reactance Theory: coercive strategies trigger consumers' alertness to the
deprivation of autonomy. It is worth noting that the intensity of this effect is significantly higher than that of
the traditional service scenario, suggesting that the "default option" status of manual customer service in
Chinese e-commerce's e-commerce environment strengthens the perception of freedom threats. Interestingly,
perceived ease of use not only directly promotes the willingness to use, but also indirectly promotes
acceptance behavior by negatively affecting psychological reactance. This breaks through the cognitive
framework of traditional TAM [ and reveals the "emotional buffering function" of perceived ease of use in
high-pressure situations. When the operation complexity is reduced, users' attention turns from "forced use"

n [52

to "task solving" 5%, providing a new situational perspective for technology acceptance research.

The mediating effect of psychological reactance is particularly critical. Some of its mediators in the path
of perceived threat to freedom — intention to use confirmed the chain reaction of "threat — emotional
resistance — behavioral resistance" 331, while some of its mediators in the path of perceived ease of use —
intention to use showed that ease of use design improved acceptance by reducing emotional conflict (such as
frustration) and cognitive conflict (such as "forced obedience") 4. This discovery innovatively incorporates
perceived ease of use into psychological reactance theory, and provides a new way to understand how
technology attributes alleviate the negative effects of coercion. Based on this, enterprises need to take both
measures to alleviate psychological reactance. The first measure is source management, that is, to weaken
the free threat perception of users by clearly communicating the role of technology assistance rather than the
purpose of control, and providing users with freedom of choice. The second is to optimize the design. By
avoiding the mandatory process and allowing personalized path selection, the technology is perceived as an
enabling tool rather than an instruction source.

Traditional TAM believes that perceived ease of use indirectly affects willingness through attitude 1],
but this study found that its direct effect is even higher than that of psychological reactance. This implies that
in forced situations, technology ease of use may become the "primary compensation factor" for user
decision-making, partially offsetting the sense of deprivation of liberty, echoing Ashfaq et al. ?%'s discovery
that perceived ease of use plays a leading role in multi round conversation scenarios. Different from the early
research on chatrbots focusing on technical performance *?, this paper confirms that the user psychological
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mechanism has become a key bottleneck restricting the effectiveness of technology, marking the shift of the
research focus in this field from "machine capability" to "man-machine game".

Although the recent Al studies are dedicated to technical soundness and image perception, e.g.
transformer-based scene rebuilding and depth estimation, the user psychological reaction to the interaction
mediated by Al is rarely addressed, which is why the research on Al service needs to include behavioral
theories.

S. conclusion and significance
5.1. Conclusion

First, the perceived threat to freedom shows a significant dual impact in the context of forced use. On
the one hand, the perceived threat to freedom directly and negatively affects consumers' willingness to use,
which reflects the direct behavior resistance caused by the deprivation of consumers' independent decision-
making power by corporate coercive strategies. On the other hand, the perceived threat to freedom is
positively strengthening psychological reactance, indicating that external force not only triggers emotional
anger, but also accompanied by cognitive conflict, forming a complex motivation state “?l. This conclusion
verifies the universality of psychological reactance theory in artificial intelligence service scenarios, and
highlights the potential risk of coercive strategies: when consumers perceive that the right to choose is
limited, their acceptance of behavior decreases significantly.

Second, perceived ease of use plays a key compensatory role in high-pressure situations. The empirical
results show that perceived ease of use not only directly improves the willingness to use, but also indirectly
promotes acceptance behavior by significantly reducing the level of psychological reactance. This discovery
breaks through the cognitive boundary of the traditional Technology Acceptance Model (TAM) ! and
reveals the "emotional buffering function" of ease of use in a forced environment: when the technology
operation is simple enough, the user's attention shifts from "forced use" to "task solving", thus alleviating the
negative effects of deprivation of liberty.

Third, psychological reactance, as a core intermediary variable, plays a pivotal role in the coercion
mechanism. Psychological reactance has a direct negative impact on willingness to use, which proves that as
a complex state of emotion and cognition, it is the key to understand behavioral resistance. More importantly,
psychological reactance plays a partial intermediary role between perceived threat to freedom and
willingness to use, forming a chain reaction of "threat trigger — emotional resistance — behavioral
resistance". At the same time, it also plays a partial intermediary role between perceived ease of use and
willingness to use, and constructs a compensation path of "technology optimization — resistance mitigation
— willingness improvement”. This dual mediation mechanism brings the variables of the technology
acceptance model into the psychological reactance framework for the first time, providing an integrated
explanation for understanding the efficiency and autonomous game in human-computer interaction.

5.2. Theoretical significance

This research has the following three innovative contributions at the theoretical level:

(1) Broaden the application scope of psychological reactance theory. Previous psychological reactance

[11

theories focused on the path of "threat — resistance — avoidance" ['!!, while the technology acceptance

n

model focuses on the mechanism of "usefulness/ease of use — attitude — Willingness" !, This research
introduces perceived ease of use into the psychological reactance framework for the first time, and reveals
that in the forced use scenario of chatbot services, consumers' perceived ease of use can not only directly

improve their willingness to use, but also indirectly promote their acceptance behavior by negatively
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affecting psychological reactance, forming a compensation path of "technology optimization — resistance
mitigation — willingness improvement". This discovery breaks through the cognitive boundary of traditional
TAM and provides a new perspective for understanding how technical attributes play an "emotional buffer
function" in high-pressure situations.

(2) The scientificity and contextualization of construct setting. Based on Dillard & Shen '
psychological reactance scale, combined with the revisions of Degirmenci®! and Koo 7! in different
scenarios, this study developed and verified four first-order constructs of perceived threat to freedom,
perceived ease of use, psychological reactance and willingness to use, which ensured the semantic fit,
reliability and validity of the scale. The CFA and SEM tests of Chinese e-commerce user samples not only
enrich the external validity of psychological reactance theory in the emerging intelligent customer service
scenario, but also provide a reference for similar research in the future. 531,

(3) This study uses the structural equation model to test the direct effect and the dual mediating effect.
On the one hand, it reflects on the feasibility of "reverse inclusion of technology acceptance variables". On
the other hand, it reveals the dynamic interaction of the two parallel mechanisms of "threat trigger —
emotional resistance — behavior resistance" and "technology ease — resistance mitigation — willingness
enhancement” through the dual mediating chain, which provides an integrated perspective for the theory of
technology forced acceptance. This methodological exploration combining reflection (reverse mechanism
exploration) and formation (chain intermediary construction) helps to promote the transformation of human-
computer interaction research from "single theory application" to "multi theory integration".

5.3. Management enlightenment

Based on the above research findings, enterprises should adopt targeted strategies in the following four
aspects when enforcing chatbot services:

(1) In order to improve consumers' perception of the ease of use of chatbot services, it is necessary to
optimize the interface and process design and improve the ease of use to ease resistance. Simplify the
dialogue process, highlight the entry of important functions, and reduce the user's operation load through
guidance tips, example conversations, etc., thus significantly reducing the intensity of psychological
reactance. It is recommended to use visual dialog tree or shortcut buttons to reduce multiple rounds of input,
so as to improve the user experience.

(2) In the context of mandatory use of chatbot services, to alleviate the degree of consumers' perceived
threat to freedom, it is necessary to build a "free buffer" mechanism, taking into account efficiency and
choice. Before forcibly transferring the chatbot, the option of "return to the original route" or "pre prompt of
manual customer service" is reserved for the user. The user's sense of freedom of choice is maintained
through the pseudo—option design, and the "legitimacy of forced use" is explained to the user in the interface
or opening remarks (such as "this operation can shorten the waiting time by 70%) to reduce the perception of
freedom threat.

(3) Implement the strategy of layering and focus, and finely manage user differences. For user groups
with different frequency of use and technical literacy, customized robot functions are recommended. For
example, the "quick question and answer + manual switching" mode is given priority to the "high resistance"
user group, and the "multi round intelligent recommendation” function is mainly displayed for the "high ease
of use" user group, so as to balance the technical efficiency and user experience, and maximize the overall
willingness to use.
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5.4. Limitations and future research

Power distance and uncertainty avoidance are cultural issues that could determine consumer tolerance to
compulsory technology use. Psychological reactance can be more intense in cultures in which autonomy is
stressed as opposed to collectivist situations in which perceived legitimacy of coercion can lessen the
resistance. Although this study based on 406 questionnaires and structural equation model verified the path
of perceived threat to freedom and perceived ease of use through psychological reactance, there are still three
limitations, which need to be further improved in the follow-up study.

First, it is difficult to reveal the dynamic evolution of the interaction mechanism between factors. This
study uses cross-sectional questionnaire data, focusing on the static correlation between variables, and fails
to dynamically capture the evolution mechanism of perceived threat to freedom, perceived ease of use and
psychological reactance at different stages. In the future, we can use the case study method for reference,
through in-depth interviews and follow-up observation, to analyze how the elements interact and evolve over
time in specific situations ¢!, For example, the forced promotion process of several typical e-commerce
platforms can be selected as multiple cases to build an evolution model to enrich the theoretical explanation.

Second, the interaction effect of multi factor allocation is not fully explored. This study mainly focuses
on the direct effect and intermediary effect of single variable, and has not yet tested the complex
configuration path of multi factor combination (such as high threat — high ease of use, low threat — low ease
of use, etc.) to the use intention. In the future, qualitative comparative analysis (QCA) can be used to explore

the diversity of consumer behavior results under different conditions B, QCA can reveal the "necessary

nn

conditions", "sufficient conditions" and their combined effects, and provide a more detailed causal map for
forced acceptance research.

Third, the sample is limited to a single cultural background, and the cross-cultural generalizability of the
findings remains to be verified. As all samples in this study were drawn from the Chinese e-commerce
context, the applicability of the conclusions to other countries or cultural settings is unclear. Future research
can combine Hofstede ** cultural dimension or UTAUT cross-cultural extension framework **! to conduct
comparative empirical research in European, American, Southeast Asian and other multinational samples,
test the moderating effect of cultural differences on the relationship between perceived threat to freedom and
psychological reactance, and improve cross-cultural adaptation suggestions.
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