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ABSTRACT 

Artificial Intelligence (AI) could encourage simulation of human intelligence in machines that are programmed to 

perform tasks that typically require human intelligence. These tasks include reasoning, learning, problem-solving, 

perception, understanding natural language, and even decision-making. Previous studies noted the importance of 

assessing the use of technology in education considering its potential implications in the student’s learning and 

development processes. Hence, this study explored the potential implications of AI particularly in science, mathematics, 

and technical-vocational education. Educators (n=20) were purposively sampled to be interviewed about their experiences 

in using AI in their classrooms. The findings suggested a positive perception of generative AI among educators, with 

many acknowledging its potential to enhance educational practices and outcomes especially in aiding the understanding 

science concepts, facilitating analytical skills development, and personalizing learning experiences. However, alongside 

their positive perceptions, educators expressed concerns about potential drawbacks associated with AI use in education. 

These concerns included the risk of overreliance, plagiarism, and inaccuracies in AI-generated content. To mitigate these 

negative impacts, educators emphasized the importance of implementing effective policies and guidelines for AI use in 

classrooms such as guiding students on ethical use, ensuring transparency in AI tool usage, and establishing clear 

instructions for ethical AI utilization. Transparency emerged as a key theme, with educators emphasizing the need for 

transparency regarding students' outputs and the extent of AI use. This study calls for further analysis about the level of 

acceptance of educators in AI use and assess its impacts on students’ short-term and long-term learning outcomes.  
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1. Introduction 

Generative AI has rapidly expanded its footprint of use in educational institutions. It has been embraced 

by students, faculty, and staff alike[1]. Chat models are programmed to respond to context-specific prompts 

from different fields and disciplines. AI chat models grow in popularity because of their accessibility and 

convenience[2]. However, some scrutinizes the logistical and ethical challenges such as the reliability of AI 

detectors that educators confront when attempting to assimilate this nascent technology into long-standing 

curricular structures[3].  

In recent years, breakthroughs in AI technology have resulted in tremendous progress in its general 

adoption and utilization. The advancements in AI have brought forth advanced content-generation models that 

enable users to rapidly create a wide range of items, including digital video and writing samples, using 

straightforward text-based queries[4-6]. 

The purpose of this study was to explore the perceptions of mathematics, science, and technical-vocational 

(tech-voc) educators about the use of AI in education. This was a preliminary study that gathered data about 

how positive or negative were the educators in the use of generative AI in education.  

To incorporate technology into education, it is crucial to address key factors like problem identification, 

selection of technology aligned with learning goals, and formulation of methods for optimal utilization of 

technology[7]. Furthermore, it is imperative to consider other factors, such as the presence of sufficient 

infrastructure and skilled personnel to oversee the integration of technology in education[8]. Teachers must 

possess a sufficient comprehension of the technology employed and possess the ability to effectively utilize it 

in the educational process[9]. Teachers must acquire new proficiencies and abilities in successfully managing 

the integration of technology in the learning process[4].  

Generative AI, like the ChatGPT, is widely used in different fields. ChatGPT's capabilities have been 

praised as being remarkably impressive, while others have characterized it as highly productive, efficient, and 

continuously improving[10]. It is accessible to all users without any restrictions, unlike other AI-driven content 

generators[11]. ChatGPT has showcased its competence by successfully passing a Law school test[12] and a 

Master of Business Administration (MBA) exam[13]. Stokel-Walker[14] noted that some responses exhibit 

exceptional clarity, thorough study, and proper referencing. Despite its limits and ethical concerns, like 

previous language models, this tool has significant consequences for academic integrity[11]. 

Artificial intelligence in education (AIEd) is a developing field that combines AI technologies with 

education to revolutionize and enhance instructional methods, learning design, and assessment[15]. Furthermore, 

AIEd could help in enhancing student-centered learning such as facilitating adaptive tutoring[16,17], 

recommending individualized learning resources[18,19], and detecting students' learning gaps[20]. 

However, science and mathematics education are composed of complex educational structures of 

interrelated elements such as the instructor, student, information, media, and environment[21]. To have high 

level of science and mathematics education, it is necessary to thoroughly contemplate the many social, 

pedagogical, and environmental elements, rather than merely integrating AI technology in education[21,22]. On 

the other hand, technical-vocational education trains vocational skilled personnel to execute tasks using digital 

tools, operate facility production utilizing interface machine people, improve professionalism with digital 

media and system aid, and develop cooperative work structures[23,24]. The development of AI in vocational 

education is still in its early stages, making it challenging to sufficiently evaluate opportunities and threats[25]. 

With the rapid adoption of Generative AI technologies, there is significant interest in understanding how 

these tools are being received and utilized within educational settings. The focus is on academic integrity, 
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examining both the positive and negative views held by educators. Key areas of concern include the reliability 

of AI detectors and the ethical implications of incorporating AI into established curricular structures. The study 

highlighted the importance of addressing logistical challenges, ensuring adequate infrastructure, and equipping 

teachers with the necessary skills to effectively integrate AI technology into their teaching practices.  

1.1. Literature review 

AI is rapidly transforming various aspects of society, including education. Understanding teachers’ 

perspectives on this disruptive technology is essential, given its potential to revolutionize the teaching and 

learning process[26]. Generative AI has revolutionized the field of higher education, and sparked debates on the 

potential of tools such as ChatGPT, Humata.ai or Sudowrite in teaching, learning and assessment processes[27]. 

The ChatGPT tool has led to an exponential expansion in the use of artificial intelligence in different fields, 

not only in education[13,14,28].  

AI could be used as an educational tool to facilitate teaching and develop students’ performance by 

including AI systems and applications in the curricula[29].  However, the successful implementation of new 

instructional technologies can be attributed to the attitudes of the teachers who lead the lesson[30]. Examples of 

AI approaches in education include generating personalized student learning recommendations, autograding 

essays, and improving educational resources[31]. AI-based educational tools focus on assessing the 

effectiveness of these technologies, identifying the hurdles faced in incorporating AI into teaching methods, 

and determining the support and development needed to leverage AI effectively[32]. 

The acceptability of AI use in the classroom by science teachers showed positive correlations with self-

efficacy, ease of use, expected benefits, attitudes, and behavioral intentions[33]. New technologies, such as AI 

and machine learning, have the power to revolutionize science, as has been demonstrated in the past and is 

occurring again with these emerging computational tools[34]. 

Moreover, the teachers' perceptions of integrating AI into science lessons reflects the connection between 

AI and science, the challenges encountered when implementing the AI lesson package, and recommendations 

for improvements[35]. Learning math is considered a great challenge for many students[36]. The integration of 

AI in mathematics education offers personalized instruction, fosters critical thinking skills, and prepares 

Generation Alpha students for the demands of the digital age[37]. 

AI poses a challenge for HEIs and faculty members, highlighting the importance of improving and 

disseminating integrity policies across academia[38]. COVID-19 has also increased the risk of academic 

integrity violations using remote and virtual rooms[39,40]. Academic integrity depends on honesty, responsibility, 

transparency, and trust, and dishonesty undermines these values. Academic dishonesty can take various forms, 

such as plagiarism, inappropriate partnership, cheating on tests, copyright breaches, complicity, data 

fabrication, and bibliographic reference falsification[41-48]. 

The implementation of orientation and ethics programs, along with seminars on academic integrity, 

academic writing, and reference styles, has been proposed to discourage plagiarism in academic writing 

between learners and the academic community[49-51]. Similarly, the proposal to establish and enforce an 

academic integrity code, which includes articulation of the consequences for academic misconduct, was 

recommended as an intervention and has been linked to reduced occurrences of academic dishonesty[52-53].  

Academic dishonesty has been studied from various aspects, including the prevalence[54-56] and 

advancements in technology to detect it[46,50,57,58]. Despite the extensive literature on academic integrity and the 

use of AI tools, some gaps remain. For instance, Gamage et al.[59] called for more research on ethical issues 

related to AI tools while Abd-Elaal et al.[60] argued that more research on AI can increase academic confidence. 
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Blau and Eshet-Alkalai[61] emphasized the necessity of investigating what drives young people to engage in 

ethical misconduct in HEIs.  

It becomes all too perceptible that students call academic integrity into question with the use of AI tools, 

which justifies the motivation for conducting the study presented here. The widespread availability and ease 

of use of AI tools, such as generative AI for writing assistance, introduce new challenges to maintaining 

academic honesty. Students may perceive AI-assisted writing as their own work, blurring the lines between 

original thought and AI-generated content. This perception can lead to increased instances of academic 

misconduct, as students might rely on AI to produce work that they submit as their own, which undermines 

the principles of academic integrity. 

2. Research questions 

This study analyzed the perceptions of science, mathematics, and tech-voc educators about the use of 

generative AI in classrooms. Below were the questions sought to be answered in this study. 

 How educators use generative AI in education? 

 What were the perceptions of educators about the concept of academic integrity? 

 What were the negative perceptions of educators in the use of generative AI? 

 For educators, how to maximize the use of generative AI in classrooms considering their concerns? 

3. Methods 

The study aimed to analyze the experience-based position of science, mathematics, and Tech-Voc 

educators on generative AI and academic integrity. The researchers conducted interviews and collected 

qualitative data to identify the experiences, opinions, and perspectives of the educators regarding the use of 

generative AI in their classrooms. Researchers aimed to explore how educators see and assess the connections 

these two areas by conducting interviews and evaluating qualitative data. 

3.1. Research design 

The current study followed an exploratory research design and used qualitative research methodologies, 

specifically one-on-one interviews. The primary data gathered for this study was used as supporting evidence 

for additional theoretical and developmental assessments.  

Exploratory design is a type of research methodology used primarily when the subject or problem being 

studied is not well understood or lacks a substantial amount of prior research. The main goal of exploratory 

design is to explore and gain insights into a phenomenon, develop a deeper understanding, and identify key 

variables and relationships that can form the basis for further, more structured research[62-64].  

3.2. Sampling and participants 

The participants of this study were science, mathematics, and Tech-Voc educators. This study purposively 

sampled (n=20) educators from different HEIs in the Philippines. Purposive sampling is a non-probability 

sampling technique used in research. This method involves selecting participants based on specific 

characteristics or criteria, determined by the researcher's judgment, that are relevant to the study's objectives[65-

67]. 

In this study, the educators were sampled based on several characteristics like their familiarity with 

generative AI, how they use them, length of teaching service (at least 5 years), the subjects they taught (either 

mathematics, science, or Tech-Voc). Table 1 below presents the summary of their demographic profile. 
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Table 1. Basic information of the educators. 

 Subject Years in service Age 

Educator 1 Mathematics 7 years 28 

Educator 2 Science 8 years 34 

Educator 3 Science 5 years 27 

Educator 4 Mathematics 4 years 28 

Educator 5 Tech-Voc 4 years 30 

Educator 6 Tech-Voc 10 years 35 

Educator 7 Mathematics 12 years 39 

Educator 8 Science 10 years 37 

Educator 9 Mathematics  7 years 36 

Educator 10 Science 9 years 35 

Educator 11 Science 5 years 31 

Educator 12 Science 4 years 30 

Educator 13 Mathematics 5 years 35 

Educator 14 Tech-Voc 5 years 28 

Educator 15 Mathematics 6 years 31 

Educator 16 Mathematics 7 years 35 

Educator 17 Science 10 years 40 

Educator 18 Science 15 years 47 

Educator 19 Tech-Voc 12 years 49 

Educator 20 Mathematics 13 years 52 

3.3. Instrument 

In this study, open-ended questions were used as the instrument for conducting one-on-one interviews 

with science, mathematics, and Tech-Voc educators. The use of open-ended questions in the interviews 

facilitated the collection of qualitative data that could be analyzed to analyze themes, patterns, and variations 

in the educators’ perceptions on generative AI and academic integrity. 

Table 2. Interview guide questions. 

Objectives Interview questions 

How educators use generative AI in 

education? 

Do you use generative AI in your science-oriented subjects? Enumerate and explain each 

reason in using or not using generative AI. 

What were the perceptions of 

educators about the concept of 

academic integrity? 

What do you understand about academic integrity? Explain your thoughts about this. 

What were the perceptions of 

educators in the use of generative AI? 

Should students taking science-based courses be allowed to use generative AI? 

Enumerate and explain each reason. 

What is your stand on the issue that generative AI can affect academic integrity of 

students? Explain your stand based on your experience. 

Do you think generative AI and academic Integrity co-exist? Justify your stand based on 

your experience. 
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Are there aspects of generative AI that can strengthen academic integrity? Explain how. 

Are there features of AI that can be improved for it to co-exist better with academic 

integrity. Explain which features do you want to suggest or improve. 

3.4. Data gathering procedure  

Initially, potential participants were identified and selected based on predefined criteria relevant to the 

study's objectives. Once selected, the participants were contacted through email and phone to explain the 

purpose of the study, ensure their willingness to participate, and schedule convenient interview times. Prior to 

the interview, informed consent was obtained from all participants, ensuring they understood the nature of the 

study and their rights. 

The interviews were conducted using a semi-structured format, which allowed for both guided 

questioning and the flexibility to explore emergent themes. Each interview session was held in a quiet, 

comfortable setting to facilitate open and honest communication. During the interviews, an audio recorder was 

used to capture the conversations accurately, with participants' permission, to ensure no valuable information 

was lost. The interviewer followed a prepared guide, asking a series of open-ended questions designed to elicit 

responses about the participants' experiences and perceptions. 

The transcriptions were then reviewed and coded for key themes and patterns. Throughout the process, 

the confidentiality of the participants was maintained, with all identifying information being anonymized in 

the final transcripts. 

3.5. Data analysis 

The primary data of this study were the narratives from science, mathematics, and Tech-Voc educators. 

The thematic analysis of the interview data followed a systematic and rigorous process to identify and interpret 

key themes[66-70]. The audio recordings of the interviews were transcribed verbatim. Each transcript was then 

carefully read and re-read. During this initial reading phase, preliminary notes and observations were recorded 

to determine initial thoughts and potential patterns. 

Relevant segments of text were highlighted, and codes were assigned to these segments that succinctly 

captured the essence of the data. These codes were then collated into a comprehensive list. The initial codes 

were examined to identify connections and overlaps, which facilitated the grouping of similar codes together. 

Once the themes were established, they were reviewed and refined in relation to the coded extracts and 

the entire data set. This iterative process ensured that the themes accurately represented the data and were 

relevant to the research questions. The final themes were then named and defined clearly, providing a detailed 

description and interpretation of each theme. 

4. Results  

4.1. Question 1 

How educators use generative AI in education? 

Theme 1: For learning and creativity 

Some participants (n=8) mentioned they use generative AI in enhancing the learning and creativity of 

their students. Science teachers use generative AI to help students in learning and understanding the 

fundamental concepts of science and nature.  
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The educators' comments reflect a positive perspective on the use of generative AI in education, 

particularly in science and math subjects. They noted that generative AI enhances learning and fosters 

creativity by creating simulations and models that simplify complex scientific concepts. This use of AI 

encourages students to experiment with different hypotheses which they believe could enhance their problem-

solving skills.  

“I do use generative AI in my subjects for several reasons, including to enhance learning and foster 

creativity. It is used to create simulations and models that simplify complex scientific concepts, and it 

encourages students to experiment with various hypotheses, enhancing their problem-solving skills.” – 

Educator 3 

“Students in science-based courses should be allowed to use generative AI. It can aid in understanding 

complex scientific concepts and phenomena. Using generative AI encourages students to think creatively and 

innovatively in problem-solving.” – Educator 12 

“Exposure to AI prepares students for future careers, where AI is increasingly used in scientific research 

and analysis.” – Educator 18 

“As a science and math teacher, I use generative AI to help students learn better. It helps them explore, 

come up with ideas, simulate things, be creative, and learn in a way that suits them. This makes learning 

science and math more fun and useful for their future.” – Educator 10 

“AI has been a game-changer in my Tech-Voc classes. I was able to create detailed simulations of real-

world scenarios. In automotive technology, I can use AI to simulate engine problems and repair procedures. 

This allows students to practice diagnosing and fixing issues before working on actual vehicles.” – Educator 

6 

Theme 2: Analysis and interpretation 

Some educators (n=4) mentioned generative AI could help in analysis and interpretation. AI aids students 

in effectively analyzing and interpreting datasets, identifying pertinent trends, and drawing well-informed 

conclusions. AI enabled students to focus on understanding scientific ideas and analyzing their findings by 

automating laborious and time-consuming processes. This change in emphasis results in a more profound 

understanding and more significant study results. 

“As an educator, I integrate generative AI into science subjects because it streamlines data analysis and 

interpretation for students.” – Educator 11 

“It helps them process large datasets efficiently, extract relevant patterns, and make conclusions. By 

automating tedious tasks, students can focus on understanding scientific principles and interpreting results, 

leading to deeper comprehension and more meaningful research outcomes.” – Educator 8  

Theme 3: For innovation 

Some educators (n=4) also highlighted innovation as their main purpose of integrating generative AI in 

their class. The capacity of generative AI to examine extensive culinary data enables it to propose innovative 

combinations of flavors and cooking methods. This utilization of AI not only stimulates ingenuity among 

students but also familiarizes them with cutting-edge technological progressions in the culinary arts, enhancing 

their abilities and equipping them for present-day culinary methods. 

“As a teacher in the culinary arts, I use generative AI to help students innovate new recipes and optimize 

ingredient combinations. AI can analyze vast amounts of culinary data to suggest unique flavor pairings and 
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cooking techniques that students might not think of on their own. This not only help them be creative but also 

exposes students to modern technological applications in the culinary field.” – Educator 19 

Theme 4: Practice problem 

Some mathematics teachers (n=3) use generative AI in making their practice problem. AI aids the teacher 

in generating and distributing practice exercises that cater to the needs and skills of each student. Through the 

utilization of AI-generated tasks, the teacher ensures that every student is adequately stimulated, regardless of 

their math proficiency levels. 

Similarly, one teacher noted that AI enables students to engage in interactive inquiry and experimentation 

by generating dynamic graphs and geometric objects that may be manipulated in real-time. This interactive 

engagement allows students to directly witness the instant implications of changing variables, rendering 

abstract concepts more tangible and facilitating understanding. 

“Generative AI helps me design and distribute practice problems to my students. This ensured that all 

students are challenged appropriately.” – Educator 13 

“For example, AI can generate dynamic graphs and geometric figures that students can manipulate in 

real-time, allowing them to see the immediate effects of changing variables. This hands-on experience makes 

abstract concepts more tangible and easier to understand.” – Educator 1 

4.2. Question 2 

What were the negative perceptions of educators about the concept of academic integrity? 

Theme 1: Honesty and ethical principles 

Most educators (n=15) believed that academic integrity emphasizes the importance and principles of 

academic integrity within the educational setting. For them, academic integrity involves values such as honesty, 

fairness, and trustworthiness, serving as the moral foundation of the academic community. Key elements of 

academic integrity include following rules of good academic behavior, properly citing sources, refraining from 

plagiarism, and adhering to school regulations. It is being honest, fair, and responsible in academic endeavors, 

which includes doing one's own work, giving credit to others for their ideas, and abiding by established rules.  

“Academic integrity includes values like honesty, fairness, and trustworthiness. It is the moral basis of 

the academic community. It means following the rules of good academic behavior, such as properly citing 

sources, not plagiarizing, and following the rules set by the school.” – Educator 6 

“Academic integrity means being honest, fair, and responsible in school. It’s about doing your own work, 

giving credit to others when you use their ideas, and following the rules. It helps keep learning fair and 

trustworthy for everyone.” – Educator 9 

“Integrity refers to the ethical principles and values that govern the conduct of academic work. It involves 

honesty, fairness, and responsibility in all aspects of learning and research. As an instructor, I believe that 

academic integrity is crucial for the development of students’ knowledge and skills. It promotes a culture of 

honesty, originality, and respect for intellectual property.” – Educator 20 

Theme 2: Respect 

Some educators (n=7) highlighted the concept of respect within the context of academic integrity. They 

emphasized that being honest and ethical in academic work, which includes avoiding plagiarism and cheating, 

is crucial for maintaining the integrity of the educational process. By upholding these principles, students and 
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teachers contributed to a fair evaluation of their own knowledge and skills, which in turn fosters a culture of 

trust and respect within academia. 

“Being honest and ethical in academic work, avoiding plagiarism and cheating. It’s crucial because it 

ensures fair evaluation of students’ knowledge and skills, fostering a culture of trust and respect in academia.” 

– Educator 3 

“I believe academic integrity is fundamental to the integrity and credibility of education. It lays the 

foundation for trust and respect within academic communities and ensures that the pursuit of knowledge is 

conducted ethically and honestly.” – Educator 7 

4.3. Question 3 

What were the negative perceptions of educators in the use of generative AI? 

Theme 1: Academic dishonesty 

Most educators (n=16) expressed their concern about how generative AI encourages academic dishonesty. 

For example, allowing students to use generative AI may compromise their learning experience and critical 

thinking skills. Specifically, the use of generative AI may lead to plagiarism and the submission of unoriginal 

work, which contradicts principles of academic honesty. They highlighted the importance of students 

producing original work and the potential for generative AI to undermine this principle by providing pre-

generated content.  

“Students taking science-based courses should not be allowed to use generative AI. By relying on 

generative AI, students may miss out on the hands-on experience and critical thinking skills that are essential 

in these subjects. It may lead to plagiarism and the submission of unoriginal work, which goes against the 

principles of academic honesty.” – Educator 19 

“Generative AI can potentially affect academic integrity if students misuse it for plagiarism or cheating.” 

– Educator 3 

“I believe that generative AI can indeed affect the academic integrity of students. Based on my experience, 

generative AI can have a negative impact on academic integrity due to several reasons. Firstly, it can facilitate 

plagiarism by generating content without proper attribution, compromising the originality and authenticity of 

students’ work.” – Educator 11 

“AI and academic integrity are not compatible due to their potential to compromise originality, facilitate 

plagiarism, and hinder critical thinking. Academic integrity requires students to produce original work, while 

generative AI may provide pre-generated content, undermining these principles.” – Educator 17 

Theme 2: Overreliance 

Some educators (n=4) were concerned about how AI caused students to be over reliant to the contents it 

generates. The educator acknowledged that while generative AI can provide benefits such as aiding 

understanding and experimentation, there is a potential risk that students may become overly dependent on it. 

This overreliance can lead to plagiarism, where students may use generative AI to generate content without 

fully understanding the underlying concepts or contributing original ideas. 

“As an educator, I recognize that generative AI can impact students’ academic integrity. While it offers 

benefits like aiding understanding and experimentation, there’s a risk of overreliance and plagiarism.” – 

Educator 14 
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“Relying on generative AI may discourage the development of critical thinking skills as students become 

dependent on AI-generated content instead of actively engaging with the subject matter.” – Educator 2 

“From my experience, I’ve observed instances where students may become overly reliant on generative 

AI tools, potentially compromising their critical thinking skills and originality in their work.” – Educator 20 

Theme 3: Concerns for accuracy  

Some educators (n=3) also believed that the generative AI sometimes give inaccurate and unreliable 

information. Generative AI models may not consistently generate accurate results, particularly in relation to 

complex scientific concepts. This raises concerns about the reliability of the information provided by AI-

generated content and the potential implications for student learning. 

“Generative AI models may not always produce accurate results, especially when it comes to complex 

scientific concepts. It is important for students to have access to reliable and accurate information to develop 

a strong understanding of the subject.” – Educator 16 

4.4. Question 4 

For educators, how to maximize the use of generative AI in classrooms considering their concerns? 

Theme 1: Transparency 

Most educators (n=14) highlighted the concept of transparency in using generative AI in education. They 

believed on the importance of academic integrity and how generative AI tools can both pose challenges to and 

strengthen it. They noted the role of transparency in promoting academic integrity, with generative AI tools 

being capable of enhancing transparency by providing clear process on data analysis, detecting accuracy and 

plagiarism, and honesty in content generation. Educators should educate students on AI ethics and the 

importance of academic integrity. In terms of transparency, schools should integrate AI ethics and academic 

integrity policies into their educational frameworks to ensure that ethical principles are upheld in the use of AI 

technologies. 

“Academic integrity through its capacity to promote transparency, enhance originality, and support 

ethical learning practices. Generative AI tools can assist in creating transparent and reproducible outputs by 

providing clear documentation of data generation processes and algorithmic methods.” – Educator 1 

“AI systems should prioritize enhanced transparency by providing clear explanations of their processes 

and outputs. This will enable users to understand and verify the accuracy of the information provided.” – 

Educator 8 

“While generative AI can pose challenges to academic integrity, there are aspects that can strengthen it. 

Generative AI can enhance academic integrity by detecting plagiarism, supporting research, and creating 

interactive learning aids.” – Educator 9 

“To ensure academic integrity, its users should be transparent about their content generation while 

teachers should educate students on AI ethics, and schools should integrate with academic integrity policies.” 

– Educator 15 

Theme 2: Monitoring and guidelines 

Some educators (n=8) also believed on the importance of monitoring and establishing guidelines to ensure 

the ethical use of generative AI in academic settings while upholding academic integrity. For example, the 

educators emphasized the necessity of guiding students on the ethical use of generative AI and ensuring that 

assessments accurately reflect their genuine efforts. This highlights the importance of providing clear 
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guidelines and expectations to students regarding the appropriate use of AI tools in their academic work. With 

proper guidance and monitoring, the potential negative impact of generative AI on academic integrity can be 

minimized. This implies the need for ongoing oversight and support from educators to ensure that students use 

AI tools responsibly and ethically, while still benefiting from their educational advantages. 

“It’s crucial to guide students on its ethical use and ensure assessments reflect their genuine efforts.” – 

Educator 13 

“With proper guidance and monitoring, its impact can be minimized, allowing students to benefit from 

its educational advantages while upholding academic integrity.” – Educator 18 

“Ethical guidelines must be established and enforced to ensure that AI applications in academia adhere 

to academic integrity principles. These guidelines will promote fair and responsible use of AI, maintaining the 

integrity of academic standards.” – Educator 2 

“Generative AI and academic integrity can coexist if proper measures are in place. Transparency in the 

use of AI tools, clear guidelines on ethical usage, and vigilant monitoring can ensure that AI enhances learning 

without compromising integrity.” – Educator 20 

5. Discussion 

Because of the emergence of generative AI use in the education, there is a need to establish a concrete 

understanding about its implications in the education system. Studies on the reasons behind the failure 

of implementations of education technologies place significant emphasis on the influence of social, 

psychological, and cultural factors[71-73]. Consequently, more psychological study is needed to better 

understand how educators perceive, trust, and employ education technology in their teaching practice[74]. 

Similarly, more research is needed to understand how social, cultural, and environmental factors impact 

educators' acceptance of technology, particularly AI-powered systems that may raise concerns about 

employment and privacy[75,76]. 

The findings of this study revealed that the science, mathematics, and Tech-Voc educators were very 

positive about the use of generative AI in education. For example, in science learning, one educator said that 

“[generative AI] can aid in understanding complex scientific concepts and phenomena. Using generative AI 

encourages students to think creatively and innovatively in problem-solving” [Educator 12]. Additionally, one 

educator explained that “…it helps them process large datasets efficiently, extract relevant patterns, and make 

conclusions” [Educator 8]. The results of this study reflected several findings from the literatures and previous 

studies. Topal et al.[77] argued that chatbots can benefit science education by boosting student learning and 

performance. Teachers' usage of an AI-enhanced scaffolding system may improve science, technology, 

engineering, and mathematics (STEM) students' scientific writing[78].  

The positive reception of generative AI among science, mathematics, and Tech-Voc educators highlights 

its potential to significantly enhance educational practices and outcomes. For them, generative AI not only 

facilitates the comprehension of complex information but also enhances students' analytical skills and their 

ability to conduct meaningful scientific inquiry. Educators' positive attitudes on the use of generative AI in 

developing practice problems and dynamic, interactive learning experiences support the idea that AI can 

personalize and enrich the learning process. This was consistent with previous research, which highlights the 

relevance of AI in creating adaptive learning environments that cater to individual student needs. 

However, although the educators were positive about the application of generative AI in education, they 

also manifested apprehension and concerns. For example, one educator noted that “…while it offers benefits 

like aiding understanding and experimentation, there’s a risk of overreliance and plagiarism” [Educator 14]. 
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One educator also believed that “generative AI models may not always produce accurate results, especially 

when it comes to complex scientific concepts” [Educator 16]. These concerns were not new at all. In fact, the 

study of Sullivan et al.[79] revealed that there is “potential threat of artificial intelligence as a tool to facilitate 

student cheating.” Venkataraman[80] also reported that students now have the option of outsourcing the writing 

of their essays to the chatbot. Research conducted on student rates of contract cheating, for instance, noted that 

the perception/belief that there are many opportunities to cheat in assessments increased the risk that students 

would engage in cheating behaviors[81]. The ease of access to generative AI tools, which can instantaneously 

generate essays, solve problems, or complete assignments, might create an environment where students feel 

more tempted to cheat. This potential misuse of AI undermines the integrity of educational assessments and 

devalues the hard work of students who adhere to academic standards. 

To mitigate the negative impacts of extensive use of AI in education, the educators suggested effective 

policy and guidelines of AI use in the classrooms. One educator believed that “it’s crucial to guide students 

on its ethical use and ensure assessments reflect their genuine efforts” [Educator 13]. One also believed that 

“transparency in the use of AI tools, clear guidelines on ethical usage, and vigilant monitoring can ensure 

that AI enhances learning without compromising integrity” [Educator 20]. Similarly, Sullivan et al. (2023) 

argued that using AI like the ChatGPT requires careful consideration of permissible and unacceptable actions 

due to its high level of sophistication and availability, and that it is necessary to establish clear instructions for 

university personnel and students on how to use ChatGPT ethically. Findings of this study noted that it is 

necessary to have transparency about the student’s output and the extent of their AI use. The findings of this 

study emphasized the critical need for transparency regarding both the outputs produced by students and the 

extent of their use of generative AI tools. Transparency is essential to ensure that educators can accurately 

assess the authenticity and originality of students' work. By maintaining transparency, educators can 

differentiate between a student's own intellectual efforts and the contributions made by AI. 

In terms of educators’ acceptance of generative AI use in classrooms, this study found that their 

perceptions were overwhelmingly positive. Educators recognized the transformative potential of AI tools to 

enhance the educational experience. Many highlighted how generative AI could facilitate a more engaging and 

interactive learning environment, making complex concepts more accessible to students through simulations, 

models, and other dynamic resources.  

Despite their positive outlook, educators also acknowledged the importance of addressing potential 

challenges associated with AI use. They emphasized the need for clear guidelines and ethical standards to 

ensure that AI tools are used responsibly and effectively. This includes providing training for both teachers 

and students on the ethical use of AI and developing robust monitoring systems to prevent misuse, such as 

plagiarism or overreliance on AI-generated content. 

6. Conclusion 

This study highlighted that science, mathematics, and Tech-Voc educators generally have a positive 

perception of generative AI, recognizing its potential to enhance learning, foster creativity, and improve the 

comprehension of complex concepts. Educators noted that AI aids in processing large datasets, extracting 

relevant patterns, and drawing well-informed conclusions, thereby facilitating more profound and significant 

research outcomes.  

However, alongside these benefits, educators also expressed concerns regarding overreliance on AI, the 

risk of plagiarism, and the accuracy of AI-generated contents. There can be also that potential for AI to 

facilitate cheating and reduce the authenticity of student work. The ease of access to AI tools, capable of 



Environment and Social Psychology | doi: 10.59429/esp.v9i8.3028 

13 

instantaneously generating essays and solving problems, may tempt students to engage in dishonest practices 

undermining academic integrity. 

To mitigate these negative impacts, educators emphasized the need for effective policies and guidelines 

on the ethical use of AI in classrooms. They stressed the importance of guiding students on ethical AI use and 

ensuring transparency in AI-generated outputs. Clear guidelines on ethical AI usage and monitoring are crucial 

to maintaining academic integrity while leveraging AI's educational advantages. 

The study suggested that future research should focus on understanding the psychological, social, and 

cultural factors influencing educators' perceptions and acceptance of AI technology. There is a need to explore 

the development of institutional ethical guidelines and monitoring systems to prevent AI misuse in classrooms. 

Future studies could also examine the impact of AI on student learning outcomes and the effectiveness of AI-

enhanced teaching methods in different educational contexts. By addressing these areas, research can provide 

a comprehensive framework for the responsible and effective integration of AI in education. 
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